Research Synthesis 2019
incl. Pre-Conference Symposium: Big Data in Psychology
May 27-31, 2019

Abstract Collection
Pre-Conference Symposium
Big Data in Psychology

Table of contents
(by lead author)

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batzdorfer, V.</td>
<td>2</td>
</tr>
<tr>
<td>Christ, A., Penthin, M., Kröner, S.</td>
<td>4</td>
</tr>
<tr>
<td>Gordoni, G., Steinmetz, H., Schmidt, P.</td>
<td>7</td>
</tr>
<tr>
<td>Park, S., van Deun, K., Ceulemans, E.</td>
<td>11</td>
</tr>
<tr>
<td>Yuan, S., De Roover, K., Dufner, M., Denissen, J., van Deun, K.</td>
<td>14</td>
</tr>
</tbody>
</table>
The Pitfalls of Investigating Radicalization on Social Media

Using Big Data: Applications. Tuesday, May 28th, 11:30 am - 12:00 pm

Abstract:
Background
Virtual communities as a facilitating arena for broadcasting radical beliefs, as well as connecting and recruiting sympathizers are broadly established in research, yet also seen as a panacea for predicting radicalization of specific ideological content. A plethora of research in the realms of terrorism research and radicalization has focused on social media, particularly Twitter to characterize from a network analysis perspective accounts and interactions or to detect individuals at risk or already radicalized. Though a desideratum as to the significance of virtual platforms such as 4chan or Reddit, as potential radicalization ecologies persists (see Schmid & Forest, 2018), a considerable amount of publications irrespectively focuses on collecting data from Twitter. Importantly, approaches used for data collection are prone to sampling bias (e.g. platform-specific biases along proxy population biases) jeopardizing the reliability of results, irrespective of the platform.

Objectives
The present work, on investigating social media data sampling practices and associated pitfalls, builds on a framework of data collection developed by Parekh et al. (2018). Their general model comprises four phases: initialization, expansion, filtering and validation. In an attempt to replicate their framework, their procedure leads the way to identifying prevalent data sampling methods (of user data, group data and interaction data) used in existing research on online radicalization, making use of social network analysis. In a similar vein, the objective is to investigate data collection limitations and implications in accordance to the outlined phases. As an extension, also studies dealing with other radical manifestations than ISIS sympathizers, such as extreme right-wing are considered.

Research Questions(s)/ hypothesis/es
Building on the results from Parekh et al. (2018), the question poses whether considered publications do sufficiently validate and filter their sampled data and consider possible sources of bias and whether the results compare to the work of the latter.

Method
Departing from the approach by Parekh et al. (2018), the impact of expansion and filtering on the quality of the data is tested by constructing an own dataset from
Twitter during one month, via the Twitter API. However, in contrast, not jihadist accounts are crawled, but white supremacist/ right-wing sympathizers’ accounts and metadata. In the realm of the expansion phase (i.e. adding more accounts to the seed accounts) the friend and follower relationship of Twitter accounts are exploited and two data sets thereof created, which in turn are each subject to the filtering phase and non-filtering (comprising exclusion of accounts based on the number of followers and activity status). A random sample from each of the data sets is manually annotated as either neutral, radical right-wing, ambiguous, irrelevant or containing insufficient information, in order to establish the composition of the data set and validity.

Results/Findings
Preliminary findings are to be discussed.

Conclusions and Implications (expected)
By replicating the work of Parekh et al. (2018) and appraising and comparing existing data collection procedures of empirical studies in the realm of radicalization research, lenses are offered to improve the methodological founding of psychological research facing new possibilities with non-obtrusive insights into human behavior.

References
While the digital transformation of society has substantial effects on cultural activities and corresponding education processes (Jörissen, Kröner, & Unterberg, 2019; Marres, 2017), it may also change our perspective on how to conduct research syntheses in this field. Considering scientific databases as bibliographic big data, approaches that have been previously applied to other big data sources may be transferred to research syntheses (Kröner, Penthin & Christ, 2019). This includes the application of text mining to discover main research topics (“hot spots”) and explore relations between studies (O’Mara-Eves et al., 2015; Wu et al., 2014). The need to transfer big data analysis methods to research syntheses is particularly evident for the field of “digital aesthetic, arts and cultural education” (D-ACE, Jörissen, Kröner, & Unterberg, 2019), due to its high loadings on the three V’s of big data (Diebold, 2012; Fan & Bifet, 2013): First, D-ACE’s volume is high with a huge amount of relevant studies. Second, increasing velocity emerges from the recent exponential growth of publication output (Bornmann & Mutz, 2014). Third, large variety results from D-ACE’s nature as an overarching concept connecting all spheres of cultural activities, ranging from classical arts to videogames. Variety is further increased as publications are tied to specific spheres of activity rather than being assigned to the overarching field of D-ACE (Keuchel, 2016; Fink et al., 2012). Accordingly, researchers in the field’s subdisciplines are lacking a strong common D-ACE community self-concept, leading to insufficient mutual exchange. Thus, comprehensive syntheses of current research harnessing big data analysis methods promises particular added value for research in D-ACE.

For our approach, we rely on Scopus, which is ranking among the largest international research databases, as a source of bibliographic big data. We apply a still ongoing iterative approach of text mining, manual screening and predictive modelling (Zhao, 2017). To this end, we started with a search query consisting of terms that are indicative for the facets of (a) digitalization, (b) culture and spheres of cultural activities, and (c) education. The spheres of activities were further differentiated using the classification of ACE by Liebau et al. (2013). The final search query was expanded with synonyms and applied to Scopus to retrieve all publications from 2007 to 2017 in the subject areas “psychology”, “arts & humanities” and “social sciences” that included at least one of our search terms of each facet.
regardless whether in title, abstract or keywords. This resulted in \( N = 55,553 \) publications providing the basis for further text mining and predictive modelling. The publications under scrutiny contained large numbers of words in the objects of title, abstract, keywords and journal (e.g. \( n = 11,347,105 \) words in abstracts, resulting from multiple occurrences of \( n = 122,542 \) unique words). Before applying text mining methods, titles and abstracts were parsed to exclude irrelevant strings such as non-English original titles or copyright statements. Afterwards, tidy texts were produced by deleting filler words, stemming all remaining words and deleting all words with up to four occurrences. This drastically reduced the amount of total and unique words (e.g. to \( n = 5,441,520 \) total and \( n = 12,396 \) unique terms in abstracts).

Next, we determined the most frequent terms and n-grams in each object and screened them regarding their value as indicators of relevance for the facets (a) digital, (b) culture and spheres of activities, (c) education and (d) quantitative methods. Moreover, (e) words indicative for a score for exclusion were collected. Afterwards, these collections of terms were used to determine relevance scores for every publication in the aforementioned facets using a bag of words approach (Zhang & Zhou, 2010).

To determine cut-offs at the relevance scores that may be used to select those among the retrieved publications that should be manually screened, we applied an iterative algorithm. Each iteration consisted of (1) selecting publications for screening according to preliminary cut-offs, (2) manual screening and (3) refining cut-offs for the next iteration via predictive modelling and refining relevance scores via topic modelling (Zhao, 2017).

In a first cycle of this work in progress, we sorted the retrieved publications according to the resulting scores and subjected the top 1400 highest scoring plus 1200 random publications to manual priority screening (O’Mara-Eves et al., 2015) so that they might be used as a training sample in predictive modelling. It turned out that \( n = 545 \) publications met the inclusion criteria.

Next we applied predictive modelling within the training sample to determine first empirically grounded estimates for cut-offs at the relevance scales. These were chosen such that publications subjected to manual screening could be expected to be judged relevant with a probability of .50. To this end, a logistic regression with positive and negative relevance scores as predictors of binary rater inclusion judgments was applied. In the first iteration, this resulted in McFadden \( R^2 = .47 \).

Applying the cut-offs from predictive modelling to the test sample implied manual screening of \( n = 2314 \) additional publications in the next cycle. Moreover, topic modelling was applied, showing that there was no need to change the terms on which the relevance scores were based.

In the next cycle, the publications (together with an additional subset of random publications to avoid a skewed distribution of hits) will be screened and added to the training sample. Predictive modelling will be reiterated and the cut-offs will be refined as long as screening will result in the identification of a considerable amount of additional relevant papers.
Finally, the resulting relevant publications will be categorized according to the spheres of activities to determine hot spots of research on D-ACE. Preliminary results from the first iteration cycle suggest video games as a major hot spot. Taken together, this study shows the benefits of conceiving the conducting research syntheses as an analysis of big data. Apart from economic and pragmatic advantages, this facilitates the detection of both underlying structures between relevant papers. However, while much tedious routine work in research syntheses might be automated, manual screening is still needed to filter between relevance and noise.
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Abstract:
Background
The recent years has brought tremendous interest in the collection and use of Big Data. While in the first phase of interest, the discussion largely focused on practical and societal issues, researchers have begun to consider the use of Big Data for scientific uses. In Psychology, there is an increasing interest in the usability of user-generated data for addressing psychological research questions (Adjerid & Kelley, 2018; Harlow & Oswald, 2016). As a prominent data collection method, web scraping (i.e., an automated tool for finding and extracting data from online sources) has been used for research on eating disorders (Moessner, et al., 2018), mental toughness (Gucciardi, 2017) and personality (Farnadi et al., 2016).

One frequent characteristic of common Big Data analytics is its exploratory nature. In contrast, researchers increasingly demand to use it for theory-relevant research (e.g., Shmueli, 2010). Although web scraping is increasingly applied it is still not clear whether posts, can serve as a valuable data source in theory-driven empirical studies.

In this study we address the lack of knowledge on usability of user-generated data for assessing research questions concerning beliefs of people (Eagly & Chaiken, 1993). As a relevant, theoretical framework that focuses on the fundamental role of beliefs in interventions, we draw on the well replicated social psychological theory—the Theory of Planned Behavior (TPB; Ajzen, 1991). The theory integrates the cognitive foundation of motivational and decision processes (i.e., the beliefs) with attitudes, perceptions of social legitimization, efficacy, and feasibility of the behavior in question (Fishbein & Ajzen, 2010). Briefly, the theory claims that deliberate behavior is mainly determined by the intention to perform the behavior. The intention, in turn, is a function of the attitude towards the behavior (i.e., the perceived attractiveness of the behavior), the subjective norm (i.e., the perceived expectations of important others towards conducting the behavior), and the perceived behavioral control (i.e., the perceived feasibility and control with regard to the behavior).

Furthermore, the theory claims that these motivationally relevant factors are based on beliefs about positive and negative consequences of the behavior, the opinions of specific others and barriers and facilitators. The TPB serves as a central theoretical framework for understanding and changing behaviors. Since changing beliefs is the
essence of intervention approaches, knowledge about potent beliefs of potential benefits, costs, social expectations, barriers, and facilitators of the behavior, is not only of theoretical value but provides the basis for practical endeavours to change behaviors (Steinmetz et al. 2016). The initial stage in a TPB driven study includes identifying motivationally relevant key beliefs via a qualitative pilot study. While this procedure (Ajzen & Fishbein, 1980; Fishbein & Ajzen, 2010) has been fruitful for identifying relevant beliefs for decades of TPB research, it has the limitation that the number of respondents is very small and that the approach runs the danger of reactive responses. Especially in cases with a non-familiar behavior, the comments may lack validity and will not concern those beliefs which occur in a natural decision process. In this study we focus on the potential of open-source discussions to serve as an additional data source that resembles the pitfalls of self-reported answers. Users comments are produced by individuals concerned with consequences of the behavior in question or expected difficulties of conducting the behavior, formulated in a natural setting, with no potential response bias due to factors, such as, interviewer effect, topic complexity and topic sensitivity.

Objectives
We aim to advance the knowledge on the usability of integrating web scraping of web discussions in the initial stage of theory-driven belief study, for identifying key beliefs underlying behaviors under interest.

Research questions
We use the behavior of Big Data adoption in organizations as an illustrative case for testing the following questions:
1. What are the key beliefs concerning Big Data adoption (behavioral beliefs, normative beliefs and control beliefs)?
2. Do key behavioral, normative and control beliefs concerning Big Data adoption identified in user-generated posts differ from those identified in self-report surveys?

Method
We conducted web scraping study of discussion boards on Big Data usage in Israel, generated between June and August 2018. Discussions appeared mainly after online articles (41%), in social networks (25%) and forums (19%). Unit of analysis was the complete discussion beginning with the opening post up to the closing one. 353 authentic discussions (i.e., containing at least 2 comments) were scraped. Content analysis was conducted, manually for a sample of 148 authentic discussions. We applied the methodology used for identifying key beliefs in TPB driven studies (de Leeuw et al., 2015) for counting the number of times a given category of comment content appeared across discussions. Second, following Landers et al. (2016), we compared the beliefs found via web scraping with representative surveys in French companies (Raguseo, 2018) and in German companies (Commerzbank AG, 2018). These external data sources serve as a base rate for testing the replicability of key beliefs found in the web scraping data. For
comparison we used for example the response distribution of the following multiple response question “What are the benefits to companies from the systematic use of digital data?” asked in the German companies survey (n=2004) conducted in 2017.

Results
Initial and descriptive results will be presented. Content analysis resulted in classification of the 148 discussions into semantic units representing the advantages and disadvantages of big data adoption, list of potential stakeholders, and factors that could impede or facilitate it. Initial results show similarity in the content of beliefs and frequency rank across the independent data sources. For example, the most frequently cited advantage, in both data sources, German survey and web scraping, was better decision making (cited by 58% of survey participants and in 41% of scraped discussions that cited advantages).

Conclusions and expected implications
Drawing upon web scraping of open-source discussions, we demonstrated initial results supporting the usefulness of using web scraping as an observational data collection method in first stages of identifying key beliefs underlying specific behaviors for a theory-driven belief-scale development.
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Ignoring the differences in model structures of PCA and sparse PCA can misguide practice

Methodology. Tuesday, May 28th, 3:30 pm - 4:00 pm

Principal component analysis (PCA) represents data through principal components by linear combinations of the original variables that successively maximize variance (Jolliffe and Cadima, 2016). With an intrinsic link to factor analysis, the technique has a central position among psychological methods.

As PCA only returns non-zero loadings, components extracted by PCA are often complicated to interpret, especially when the number of variables is large. In order to improve the interpretability of the loadings, rotation techniques from factor analysis have been adopted to PCA. These techniques find simple structures, before near-zero loadings are neglected for interpreting the components.

However, although this practice to subset certain loadings according to the size has been conventional in psychology, Cadima and Jolliffe (1995) exhibited that it can be misleading. They demonstrated that the magnitude of the loadings is unrepresentative of the variable-component association: even a variable with a small-sized loading for a component can be a strong predictor for the component.

Moreover, rotation techniques entail another weakness that the choices of a rotation criterion and a threshold value to truncate the loadings involve subjectivity. With increasing usage of big and high-dimensional data in psychology, the difficulty in interpreting PCA solutions is growing and these limitations obstruct the use of PCA.

To circumvent these limitations, sparse PCA methods, that constrain the loadings to contain zero-elements directly within the estimation process, has been proposed (Zou, Hastie and Tibshirani, 2006; Shen and Huang, 2008). With Trendafilov and Adachi (2015) presenting that sparse PCA can derive the desired solution of simple structure from 24 psychological tests reported in Harman (1976), the method is established as a suitable alternative to rotation techniques in psychological applications. Moreover, sparse PCA serves as an upgrade over rotation not only because they resolve the aforementioned weaknesses, but also since they are better-suited for modern data circumstances characterized by big and high-dimensional data. An influential study by Johnstone and Lu (2009) showed that sparse PCA produces consistent loadings under a high-dimensionality setup while the estimates from PCA were inconsistent. As so, sparse PCA methods are being widely used for applications involving high-dimensional datasets, such as gene expression data.
Our current study concerns the research practices carried out within the sparse PCA literature. As sparse PCA methods are adaptations of PCA, the literature appears to have been largely overlooking the differences in the underlying model structures imposed by PCA and sparse PCA. The structure imposed by PCA entails uncorrelated components. Also, it has a special property that the loadings, which represent variable-component association, are identical to weights, which are coefficients that transform the variables to the components. In contrast, sparse PCA introduces zero-elements to either of the weights or loadings, at the cost of this property: they are no longer equal within sparse PCA. The components derived by sparse PCA may also be correlated. However, most researchers appear to have maintained an inattentive conception that sparse PCA imposes the same underlying structures as PCA. This had led to misguided practices in research, such as generating data from simplistic structures based on traditional PCA for numerical simulations and naive usage of PCA-based initial values for the algorithms. Our investigation presents the consequences of these erroneous practices. The benchmark data generation strategies in the literature for simulation studies entail mismatch between the structure that the data is generated from and the structure imposed by the method. On top of leading to less relevant results, such mismatch also provides optimistic insights about novel methods proposed. We provide a comparison of the results obtained from these benchmark strategies alongside with those resulted using alternative strategies that better reflect the underlying structure imposed by sparse PCA methods, and present that the former strategy leads to much more optimistic outcome. Moreover, we also demonstrate that starting values employed by most sparse PCA methods need improvement. Most methods naively use values based on PCA for the algorithms. Such values would me suitable, if the PCA structure actually underlies the data in hand. However, in reality, the true underlying structure of the data is never fully known and therefore it is important for sparse PCA methods to adopt a multi-start approach that considers multiple starting values. We report that the multi-start approach results in smaller loss value than the conventional PCA-based starting values. The interpretation of the results from multi-start is also often different from the PCA-based values, which further emphasizes the importance of the starting values. An illustration through an empirical dataset is also given alongside. With this paper, we hope to highlight erroneous practices and contribute in ameliorating them in forthcoming sparse PCA research and applications. Our aim is to shift the literature towards the necessary attention on the model structures of sparse PCA. As sparse PCA is a modern upgrade of PCA suitable for emerging big and high-dimensional data in psychology, improvements in these practices is of great importance.
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Abstract:

Background and objectives
The availability of large-scale multi-block data, containing information on the same set of respondents but coming from various sources (i.e., blocks), nowadays thrives in social and behavioral science research. For example, personality researchers gather self-report, peer-report, EMG, daily diary, and lab-task performance data from the same respondents to test the affective contingencies hypothesis (Dufner et al, 2015). Such multi-block data have the potential to suggest complex behavioral mechanisms where several influencing factors are at play: On the one hand, behavior may be the result of the concerted action of several factors (e.g., a combination of personal traits and situation factors), or they may be the result of a single influencing factor (e.g., self-report bias in questionnaire data). The former type of mechanism may be advised by common variation that links variables throughout multiple data blocks while the latter may be indicated by distinct variation that shows up only among the variables in one single block. The two sources of variation should be disentangled in multi-block data analysis.

A further complication in understanding social and behavioral mechanisms is their heterogeneity: behavior may be influenced in different ways for different individuals. For example, the fact that subgroups of depressive patients experience different problems links up with the observation that a one-size-fits-all treatment is ineffective (Fried, 2016). However, often these subgroups are not known to the researchers beforehand – especially when novel types of behavioral markers are studied. Hence, a clustering method for multi-block data is needed that has the potential to detect the subgroups together with their associated common and distinct variation. Such requirement is clearly beyond the capability of existing clustering methods for multi-block data (e.g. iCluster in Shen, Olshen, & Ladanyi, 2009), which determines subgroups based solely on mean-level difference. In addition, because such multiple data blocks are often untargeted and may include irrelevant variables, the ideal clustering method should preferably retain only the most relevant information.
Method

Model
We present a novel clustering method, CSSCA (Cluster-wise Spare Simultaneous Component Analysis). CSSCA is a Principal Component Analysis (PCA) based method that captures the variation by a few components; with variable loadings indicating how they components arise from data. CSSCA imposes structure on the loadings to reflect the common and distinctive components; it also penalizes the loadings to yield zero-loadings and – in this way – removes irrelevant information. In CSSCA, as in PCA, each component may suggest a construct (process or mechanism), that is associated to the variables having non-zero loadings. Simultaneously, CSSCA partitions the respondents into clusters in such a way that only respondents belonging to the same cluster have the same loading matrix.

Algorithm
We have developed an efficient procedure for the estimation of CSSCA. The implementation code will be publicly available as an R package on Github.

Model selection
To determine the optimal level of sparsity and optimal number of clusters, we propose a model selection procedure that is based on the convex hull (Wilderjans et al., 2013). We advise to set the number of (common and distinctive) components based on theoretical knowledge.

Results and Discussion

Simulation 1
The first simulation study assesses how well CSSCA recovers the true cluster partitions. The performance of CSSCA is assessed and compared to the performance of iCluster, a popular clustering method in multi-block data analysis which only detects mean-level differences.

As shown in Graph 1, CSSCA clearly outperforms iCluster when 10% or 50% of the cluster differences is stems from differences in covariance structure; iCluster performs slightly better when this is only 10%
**Simulation 2**

The second simulation study evaluates the model selection procedure of CSSCA in six conditions. The selection of the level of sparsity is successful in 5 conditions (83.3%) while the selection of the number of clusters is successful in all 6 conditions (100%). The results for one of the conditions are shown in Graph 2 and Graph 3. The purple line represents the hull, and the red dot represents the selected value (both selections are successful).

![Graph 2: Selection of level of sparsity](image)

![Graph 3: Selection of number of clusters](image)

**Analysis on empirical data**

Finally, CSSCA is applied to an empirical data that includes self-report and peer-report measurements on three kinds of motivation dispositions: affiliation, achievement and power (Dufner et al., 2015). The data block of self-report measurements includes 15 variables (from 5 scales) while the data block of other-report measurements include 9 variables (from 3 scales).

With the number of components set to five (of which three common components to represent the types of motivation and two distinctive components represent two types of reports), the CSSCA analysis and model selection procedure results in the optimal solution of 3 clusters and 70% sparsity. Graph 4 and Graph 5 are the one-cluster heat-map and three-cluster heat-maps (one for each cluster) that represent the (cluster-specific) loading matrices. In both graphs, rows represent variables while
columns represent components, and (only) the non-zero loadings are filled with red (darker color represents larger absolute value of the loading)

Briefly, taking all respondents in one cluster (Graph 4), the affiliation motivation as well as the power motivation appears to be two apparent distinctive constructs, while the achievement motivation mixes up with the power motivation. However, in three-cluster solution (Graph 5), power and affiliation motivation still stands out as two distinctive constructs, while the constitution of the third component differs in three clusters.

Graph 4: The heat-map for one-cluster solution (sparsity = 0.7)

Graph 5: The heat-map (of loadings) for three-cluster solution (sparsity = 0.7)
Conclusions and implications

In this paper we presented CSSCA, a novel and promising clustering method for the analysis of multi-block data. CSSCA is able to detect subgroups that differ in structural variation and also suggests cluster-specific mechanisms. Because CSSCA has variable selection properties, it can be used to address the challenges of high-dimensional problems. CSSCA and its associated model selection procedure have been validated in two simulations, demonstrating a clear advantage over existing methods. The empirical analysis of CSSCA demonstrated its utility in uncovering group structure of variables in psychological research.
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**Background**  
There has been growing interest in the use of transcranial direct current stimulation (tDCS) in enhancing memory (Sandrini & Cohen, 2014), with a view to possible future applications in pathological aging. It has been argued that cathodal tDCS decreases motor cortical excitability while anodal tDCS increases motor cortical excitability (Dayan, Censor, Buch, Sandrini & Cohen, 2013). Thus, when tDCS is applied over associative areas of the cortex involved in memory formation, decreased or improved memory performance would be expected depending on stimulation polarity. However, this behavioural dissociation is not often attempted or found at the single study level. Research synthesis efforts, whilst beneficial, also encounter the problem of how to model the wide variety of stimulation setups within the constraints of pairwise meta-analyses. A number of solutions have been attempted, for example running independent meta-analyses, grouping very different montages as similar, or including electrode location as a moderator variable. This may lead to the loss of a direct statistical comparison, and/or useful information when addressing the research question.  

**Objectives**  
Network Meta-Analysis (NMA) has been used increasingly over the last decade, predominantly in the field of clinical trials to make use of a combination of available direct and indirect comparisons in decision making (Riley et al., 2017). We applied NMA principles to a group of studies investigating the effect of different tDCS setups on verbal memory. Our aim was to synthesise evidence regarding differences in memory enhancement as a function of stimulation site. We also intended to test the feasibility of using this meta-analytic approach in the field and evaluate its ability to synthesise evidence on the effect of brain stimulation on other cognitive domains.  

**Research question(s) and/or hypothesis/es**  
Two questions were addressed. If tDCS is applied during a learning phase, (1) which anode placement location is the most effective in enhancing verbal memory, and (2) what degree of enhancement is likely to occur in these most effective setups?
Method/Approach
A systematic review of studies was carried out according to PRISMA guidelines, using databases PsychInfo, Web of Science and PubMed. Search terms included the following phrases and their truncated and alternative forms: ‘tDCS’, ‘memory’, and ‘verbal’. Studies were screened based on the following criteria: (1) randomised control trials (2) applying tDCS during learning (3) with a subsequent retrieval task (4) involving verbal stimuli. Electrode location, stimulation intensity, population (age), and retrieval task type were key parameters extracted from original studies. The Cochrane Collaboration’s guidelines were adopted for the evaluation of risk of bias. Hedges’ $g$ was calculated as a standardised mean difference measure (SMD) for all comparisons using the Metacont package in R. Corrections were made as necessary for repeated measures designs. In case of studies with multiple memory measures, a composite (pooled) effect size was calculated. A network meta-analysis was performed in R using the Netmeta package (Rücker & Schwarzer, 2015). Consistency of direct and indirect effects was evaluated using node-splitting (Dias et al., 2010). Ranking of treatment efficacy was performed, and the contrast of each electrode montage versus placebo stimulation was evaluated using 95% confidence intervals (CI).

Results/Findings
14 experiments from 10 different studies were included in the analysis with data from 372 participants. Most studies used young, healthy samples, with a few additional papers tested elderly groups. Electrode setups were placed into 18 different categories based on the location of anode. tDCS with the anode over the left prefrontal cortex (PFC) had a high certainty of being more successful in inducing memory enhancement than other setups ($P=0.82$). The cumulative effect of F3 anode placement (3 studies) was positive: $g = 0.38$ [0.06 – 0.7]. Two further contrasts suggested significant effects, although based on single studies only. Stimulation using opposite polarity (cathode) over F3 led to a marginally non-significant negative effect, $g = −0.5$ [-0.94; 0], and anodal placement over F7 had a positive effect $g = 1.04$ [0.63; 1.45].

Conclusions and implications
Our analysis suggests there is a possibility of electrode-location specific modulation of verbal memory when tDCS is applied during the learning phase. Left PFC stimulation (anode over F3 or F7) appeared to have a positive effect compared to placebo/sham tDCS. The evidence so far comes from a relatively low number of comparisons, and predominantly from experiments testing memory in relatively short time periods (same day or next day) in healthy populations. Clinical trial endpoints in patients with memory impairments could provide a more robust test of the possibility that neuro-modulation can be an effective intervention to reduce memory decline. Effect size expectations of typical tDCS studies may be exaggerated. Sample size calculations based on the more successful electrode montages from our NMA still have a relatively high degree of uncertainty. Using SMD from these contrasts as a
proxy for population effect size suggests that larger sample sizes than those currently employed are needed in order to produce more reliable estimates. The possibility of a polarity-specific effect (over F3) is an interesting prospect, although the comparison is based on a narrow evidence base and would need further testing, particularly in head-to-head comparisons. It has been questioned recently whether tDCS is able to achieve significant effects on neural function at currently used (<2mA) stimulation intensities (Underwood, 2016; Vöröslakos et al., 2018). Synthesis of behavioural data on location- and polarity-specific modulation could contribute to this debate, and NMA may be well placed to model the heterogeneity of stimulation protocols used in memory as well as other cognitive domains, and stimulation methods (e.g. Transcranial Magnetic Stimulation).
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Systematic Literature Review of Conceptual Approaches and Operationalizations of Radicalization Facets

Background
The popularity of the term 'radical' and its derivatives bears no relation to its actual explanatory value (Mandel, 2009). Starting with 2004/05 the term has risen to importance in academia and policy-making, offering in particular a lens on 'homegrown' Islamist political violence as well as investigating root causes, whilst epitomizing the war against terrorism. Notwithstanding a wealth of theoretical approaches ranging from rational-choice, psychopathology, quest for significance, terror management theory, social movements or social network theory, to name a view, eventually, disagreement prevails as to how the construct and its determinants are defined in relation to, and distinguished from other related concepts, as well as operationalized.

Objectives
The present systematic literature review identifies definitions and conceptualizations of radicalization and its determinants paired with investigating respectively, valid measures, quantitative empirical research has brought up to capture the phenomenon in question. Determinants of radicalization (comprising psychological, social-psychological or environmental dimensions), as well as outcomes, along the axis of violent, non-violent radicalization, besides non-radicalization are considered eligible. Furthermore, this review characterizes how well the identified instruments capture radicalization and discerns future avenues.

Research question(s) and/or hypothesis/es
a) How is radicalization conceptually defined and operationalized in past studies?

b) How are determinants of radicalization defined and operationalized?
c) How well is radicalization explained based on determinants considered?
d) Which gaps in past research and avenues for the future can be identified?

Method/Approach
This study is part of a pre-registration. In the scope of this project empirical articles are rigorously screened (first based on title and abstract and then full-text screened) according to inclusion and exclusion criteria relating to the relevance, population, setting and availability of research. The PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) reporting standards are adopted to record
the subsequent results of the literature searches and selection decisions in a flow diagram. For the sake of transparency, any changes to the search strategy will be detailed and justified. Retrieved search results will also be saved for subsequent re-analysis (if applicable). Instruments identified are appraised to establish their reliability and validity. Thereby, extracted data of concepts and operationalizations inform an evidence structure regarding self-reported, experimental and unobtrusive trace data and reveal gaps in evidence.

Results/Findings
As the data collection is still in progress, as of this moment no results are available. In order to prevent publication bias, the full paper will be published regardless of the results.

Conclusions and Implications (expected)
This systematic review of quantitative evidence and the identification and characterization of research gaps can guide evidence-informed choices for further empirical investigation in the field of radicalization.
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Background and objectives
Nonresponse is one of the most severe problems in survey research (Hox & De Leeuw, 1994). If nonresponse is completely at random, it only reduces the amount of data collected. But in the case of nonrandom nonresponse, it can cause biased results, as the final respondents are no longer representative for the population of interest (Groves and Peytcheva 2008).

The main question of the meta-analysis is, whether the initial participation rate in psychological studies has decreased over time. Moreover, possible moderators of this time effect will be addressed: The design of an invitation letter, the contact protocol, the topic, the data collection mode, the burden of participating in the study and the incentives given to participants.

Research questions and hypotheses
As the participation of psychological studies is presumed to be influenced by values, culture and communication habits, changes of these factors over time are expected to have contributed to a decrease of participation rates during the last three decades. Thus, the first hypothesis stated is:
H1: The initial participation rate in psychological studies has decreased over time.

In individualistic cultures, decisions are rather based on an individual cost-benefit-calculus. Thus, the burden of the participation, incentives and interest in the topic are more important to convince potential participants to comply (Esser 1986). Due to the higher importance of the cost-benefit-calculus through individualization, over time it can be expected that longer studies suffer more from the decrease in participation than shorter ones.
H2: A higher announced time duration of the study aggravates the decline in response rates.

An intensively researched topic in the area of survey participation is the effect of incentives. It is rather unambiguous that incentives have a positive effect on response rates (e.g. Cook 2000), thus they can also be expected to compensate for the trend of decreasing response rates, especially taking into consideration the assumed higher importance of individual costs and benefits in decision-making. Several studies have already concluded, that monetary incentives are more effective
than non-monetary incentives (Dykema et al. 2012, Lee and Cheng 2006). Moreover, it is plausible, that a higher incentive has a stronger effect in reducing response rates than a smaller one. Halpern et al. (2002), as well as Murdoch et al. (2014) provide evidence from randomized controlled trials for this assumption. These findings from cross-sectional research indicate, that monetary incentives and higher incentives should lessen the decrease in response rates.

H3: The decrease in participation rates is less pronounced for monetary incentives relative to other kinds of incentives.
H4: The higher the incentive, the smaller the decrease in participation over time.

Depending on the content and style of an invitation letter, there is considerable variation of the effect on response rates (de Leeuw et al. 2007). A method to get more attention is the personalization of the invitation letter (Cook et al. 2000). Due to the higher amount of communication, this measure should have become more important to reduce nonresponse.

H5: The personalization of the invitation letter reduces the decrease of participation rates.

Another method to get more attention and to make the participation in a study more attractive, is the salience of the topic.

H6: The decrease in participation rates is less pronounced for more salient topics.

The mode of the study conduction also plays a role for the survey response. Hox & De Leeuw (1994) found the highest response rate for face-to-face interviews, followed by telephone surveys. Mail surveys suffered from the lowest response rates. Yet, mail surveys were found to be preferred over web surveys by most respondents, as the meta-analysis of Shih & Fan (2007) showed. More than ten years later now and for the area of psychological studies, it would be interesting, to what extent the further diffusion of the internet has reduced the reservation towards online surveys. The overall increase of communication makes the easy access and fast processing of online surveys more attractive. This leads to the conclusion, that the preferences for study conduction modes may have changed.

H7: The decrease is less pronounced for online surveys than for other survey modes.

Method/Approach
Of interest are psychological studies reporting initial participation rates and at least one of the following study design characteristics already mentioned. Student samples will be excluded due to differing motivation structure and incentives. In the case of panel studies, only the first wave is taken due to panel mortality in later waves. Studies have to be published in the three decades between 1988 and 2018. Publication language has to be either English or German. Editorials or texts reviewing results of original articles will not be included.
Data is collected on two levels. At the level of the study report, general information on the publication is retrieved. Within the study reports, there may be different characteristics of study conduction, for example to compare a group not offered an incentive with a group offered one. For each kind of treatment, there is one single initial participation rate. Thus, all the information on the treatment and the sample is retrieved at the level of the effect sizes:

A multilevel meta-analysis will be conducted. The dependent outcome will be the participation rate. The relevant independent variable for all tests is the time of sampling. The moderating effects of the survey design will be tested using the characteristics of study conduction as moderator variables. As the effects of the study design characteristics on the time effect are of interest, random slopes models are used.

Conclusions and implications (expected)
There is plenty of evidence on declining response rates in the last decades. This trend can aggravate the possible bias due to nonresponse. It is of interest what factors may moderate this trend to be able to guide survey operations by empirical evidence to optimize survey response. Due to the change in the willingness to participate in scientific studies, the continuous updating of the cumulative evidence is of importance.
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Background
Meta-analysis (Glass, 1976) is a commonly used statistical method to aggregate effect sizes of different independent primary studies to draw overall conclusions of underlying population effects. To extend the range of research questions that can be answered, new meta-analytic models have been developed, such as meta-analytic structural equation modeling (MASEM) (Cheung, 2014, 2015; Cheung & Chang, 2005; Jak, 2015; Viswesvaran & Ones, 1995). Within meta-analyses, an effect size represents the strength and direction of the association between the variables of interest, which can be expressed in different ways (e.g., Pearson product-moment correlation, Cohen’s’ $d$, biserial correlation, and point-biserial correlation). How an effect size is expressed depends on the nature of variables of interest (e.g., continuous or dichotomous) but also on the way the variables are measured or analyzed.

If one of the two continuous variables of interest is artificially dichotomized, the use of the point-biserial correlation typically provide a negatively biased estimate of the true underlying Pearson product-moment correlation (MacCallum, Zhang, Preacher, & Rucker, 2002), whereas the estimated biserial correlation should generally provide an unbiased estimate (Soper, 1914; Tate, 1955). Bias in the effect sizes of primary studies will affect meta-analytic results, in which pooling point-biserial correlations typically provides a strongly negative biased estimate of the relationship between the two underlying continuous variables, while the estimated biserial correlation is mainly free of bias (Jacobs & Viechtbauer, 2017). Therefore, we may expect that the use of the point-biserial correlation for the relationship between an artificially dichotomized and continuous variable also biases MASEM-parameters, but this expectation needs further scrutiny. In addition, we will evaluate how using point-biserial correlations versus biserial correlations affect model fit and false positive rates in MASEM.

Objective
Our research objective is to investigate the effect of using the point-biserial correlation and the biserial correlation for the relationship between an artificially dichotomized variable and continuous variable on MASEM-parameters and model fit. Specifically, our interest lies in path coefficients, (possibly) biased standard errors of these coefficients, model fit, and false positive rates.
Method
We simulated meta-analytic data according to a full mediation (hence unsaturated) population model (see Figure 1), with a continuous mediator M, a continuous outcome variable Y, and a continuous variable X as predictor. Variable X is artificially dichotomized in all or part of the primary studies.

![Figure 1. Population model with fixed parameter values.](image)

Under this population model, random meta-analytic datasets were generated under different conditions of interest. We systematically varied the following: (1) the size of the (standardized) path coefficient between X and M (.16, .23, .33), (2) the percentage of primary studies in which X was artificially dichotomized (25%, 75%, 100%), and (3) the cut-off point at which X was dichotomized (at the median split, proportion of .5, and when groups become unbalanced, proportion of .1). These choices were mainly based on typical situations in educational research. The size of the path coefficient, reflect the minimum, mean/median, and maximum pooled Pearson product-moment correlations in a 'typical' meta-analysis in educational research (de Jonge & Jak, 2018). The 75% primary studies that artificially dichotomized the variable X, is based on a comparable example of a meta-analysis in educational research (Jansen, Elffers, & Jak, 2018). We used between-study variance of .1 based on the default starting value in the first stage of the two-stage structural equation modeling function (Cheung, 2015). The number of primary studies is fixed at the median number of a 'typical' meta-analysis, which is 44 (de Jonge & Jak, 2018). We randomly sampled the within primary study sample sizes from a positively skewed distribution as used in Hafdahl (2007) with a mean of 421.75, yielding 'typical' sample sizes (de Jonge & Jak, 2018). We imposed 39% missing correlations (Sheng, Kong, Cortina, & Hou, 2016) by (pseudo) randomly deleting either variable M or Y from 26 of the 44 studies.

In each condition, we generated 2000 datasets, which we analyzed in two different ways, namely by using (1) the point-biserial and (2) the biserial correlation as effect size between the artificially dichotomized and continuous variable. Subsequently, the full mediation model was fitted back to the data using random effects two stage structural equation modeling (Cheung, 2014). In the first stage of this type of analysis, a pooled correlation matrix is estimated using maximum likelihood estimation. In the second stage, the hypothesized structural equation model is fitted to this pooled correlation matrix using weighted least squares estimation. As recommended (Becker, 2009; Hafdahl, 2007), we used the weighted mean correlation across the included primary studies to estimate the sampling variance and asymptotic covariance of the observed correlation coefficients.
Next, over the solutions, we (1) calculated the proportion of significant test results based on the chi-square statistic of the model (df = 1, a = .05), (2) compared the theoretical chi-square distribution (df = 1) with the empirical chi-square distribution (by means of QQplots and the Kolmogorov-Smirnov test), (3) estimated the relative percentage bias in the two path coefficients (less than 5% bias was considered negligible; Hoogland & Boomsma, 1998), (4) calculated the relative percentage bias of the standard errors of path coefficients (less than 10% bias was considered acceptable; Hoogland & Boomsma, 1998).

**Expected Results**

We expect that the use of the point-biserial correlation for the relation between an artificially dichotomized and continuous variable as input of MASEM, (1) biases the path coefficients, (2) biases the standard error of these path coefficients, (3) affects the model fit, and so, (4) inflates or deflates false positive rates. In contrast, if one uses the biserial correlation, we expect unbiased path coefficients and standard errors, correct model fit, and a false positive rate around the nominal alpha level.

**Expected Conclusions and Implications**

Our simulation study will illuminate the effects of using the point-biserial correlation and the biserial correlation for the relationship between an artificially dichotomized and continuous variable on MASEM-parameters and model fit. Based on our simulation study, we will be able to inform researchers about which of the two investigated effect sizes is the most appropriate to use in MASEM-applications and under which conditions. This can lead to more accurate inferences based on study results in which MASEM will be applied.
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Background
In a single-case experimental design (SCED), a dependent variable is manipulated and repeatedly measured within a single subject or unit, to verify the effect of the manipulations ('treatments') on that variable (Onghena & Edgington, 2005). Typically, reports on SCED studies include scatterplots of the time series for one or more observed cases, making the raw SCED data readily available for meta-analysis. In raw SCED data obtained from multiple cases in one or more SCED studies, dependency is present in the data due to a nested hierarchical structure: measurements are nested within cases, which in turn are nested within studies. To account for this nesting, Van den Noortgate and (2003) proposed a hierarchical linear model with three levels to synthesize raw SCED data across cases. If the raw data are not available, Van den Noortgate and Onghena (2008) illustrate an alternative approach to statistically combine effect sizes from SCED studies. They propose an alternative standardized mean difference as an effect size to express the effect of the treatment for a particular case. These effect sizes are then combined in a three-level meta-analytical model.

Objectives, research questions and hypotheses
In a simulation study, we want to compare both multilevel approaches for synthesizing SCED data: the multilevel analysis of SCED raw data (RD approach) versus the multilevel analysis of SCED effect sizes (ES approach). For three models of increasing complexity, we simulate datasets and apply both approaches. For more complex models, the three-level models involve more regression coefficients and therefore more parameters to estimate. As such, the ES approach has an important potential benefit over the RD approach: the multilevel model estimated based on the effect sizes is reduced, so there are less parameters to estimate. This might result in faster estimation procedures and better convergence rates compared to the RD approach.

However, a drawback of the ES approach is the loss of information by reducing the rich raw data to effect sizes. It is not clear if the reduction in data combined with the smaller model in the ES approach will result in better or worse performance compared to the RD approach. Therefore we compare the performance of both
approaches in this simulation study by assessing the quality of the estimations, the convergence rate and the efficiency of both.

**Method**
A basic single-case design involves two phases, a baseline phase and a treatment phase. The most basic multilevel model for this type of data models a constant baseline level and an effect of the treatment on that level. Both coefficients are assumed to vary randomly around an overall mean at three levels due to 1) random sampling, 2) variation across participants and 3) variation across studies. Alternatively to applying such a three-level model to the raw data (RD approach), a three-level model can also be applied to SCED effect sizes (ES approach). To calculate such effect sizes, we follow the approach proposed by Van den Noortgate and Onghena (2008) where we first obtain case-specific effect sizes, which are subsequently used in a three-level meta-analytic model to estimate the overall treatment effect.

In this simulation study, we generate raw SCED data from three models: the simple intercept-only model described above (model 1), a linear time trend model with a slope in both phases (model 2), and a quadratic time trend model (model 3). For each model we simulate 1000 datasets and apply the two approaches: we fit a three-level model directly onto the raw data (RD approach) and we use the raw data to first calculate effect sizes and then we fit a three-level model onto the effect sizes (ES approach). Note that for models 2 and 3, where the treatment has an effect on not only on the intercept (the constant) but also on the linear coefficient (models 2 and 3) and the quadratic coefficient (model 3). Therefore the ES approach requires a multivariate three-level model to simultaneously model two or three effect sizes.

**Results**
In terms of convergence, the ES approach performs well for all three models with convergence rates of 98% or higher. The RD approach performs slightly worse for model 2 but really breaks down for model 3, were only about half of the simulations converge. Convergence is especially bad for datasets with larger sample sizes.

In terms of absolute speed the comparison between both approaches depends of course on the software and the system used. The simulation was implemented in R with lme4 (Bates, Mächler, Bolker, & Walker, 2014) for the RD approach and metafor (Viechtbauer, 2010) for the ES approach. With identical settings for the optimizer and the maximum number of function evaluations for both approaches, the RD approach was faster for fitting complex models to small datasets. However, a single model fit took almost always less than a minute, so any difference between approaches might be negligible in practice.

In terms of quality of the estimations, the fixed effect estimations were unbiased for both approaches and they had identically small mean squared errors (MSE’s). However, the ES approach resulted in CI’s which were consistently too narrow and Type I error rates which were consistently too high. For the variance components, the ES approach estimations where less biased than those from the RD approach.
Conclusions
Both approaches provide reliable point estimates no matter the underlying model complexity. However, when using effect sizes in a three-level meta-analytic model, inference results might be unreliable. This is in line with previous research and several different adjustments and alternative testing procedures have been proposed and compared to accommodate this problem (Sánchez-Meca & Marín-Martínez, 2008). With more complex models the raw data approach tends to throw convergence warnings and errors. Based on our findings, we can confirm that the effect size approach is a reasonable alternative when SCED raw data are not available. Caution is however advised when performing unadjusted Wald-type z- or t-tests on the overall effect sizes when effect sizes were used instead of raw data, because these tests lead to unreliable confidence intervals and p-values.
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Introduction

Meta-analysis can be conceptualized as a multilevel analysis: effect sizes are nested within studies. Effect sizes vary due to sampling variance at Level 1, and possibly also due to systematic differences across studies at Level 2. Therefore, multilevel models and software can be used to perform meta-analysis. An advantage of using the multilevel framework for doing meta-analyses is the flexibility of multilevel models. For instance, additional levels can be added to deal with dependent effect sizes within and between studies. In primary studies, it is common to report multiple effect sizes extracted from the same sample. Also, studies might belong to different higher-level clusters, as countries or research groups. These two scenarios generate dependency among effect sizes, and for appropriately accounting for this dependency (and therefore avoid inflated Type I errors), additional levels can be added that explicitly account for the variation among effect sizes within and/or between studies. Besides hierarchical models, other non-purely hierarchical models have been also proposed for meta-analysis, such as Cross-Classified Random Effects models (CCREMs, Fernández-Castilla et al., 2018). Although multilevel models are very flexible, we suspect that applied researchers do not take advantage of all possibilities that these models offer. In fact, most published meta-analyses are restricted to three-level models despite some meta-analytic data require other model specifications, such as four- or five-level models or CCREMs. Therefore, the goal of this study is to describe how multilevel models are typically applied in meta-analysis and to illustrate how, in some meta-analyses, more sophisticated models could have been applied that accounts better for the (non) hierarchical data structure.

Method

Meta-analyses that applied multilevel models with more than one random component were searched in June, 2018. We looked at the meta-analyses that cited the studies of Cheung (2014), Hox and De Leeuw (2003), Konstantopoulos (2011), Raudenbush and Bryk (1985), and Van den Noortgate, López-López, Marín-Martínez, & Sánchez-Meca (2013, 2014). We also searched in six electronic databases, using the strings “three-level meta-analysis” OR “multilevel meta-analysis” OR “multilevel meta-analytic review”. No date restriction was imposed. Meta-analysis were included if: a) effect sizes were combined using a multilevel model with more than one random
component; b) The meta-analysis was included in a journal article, conference presentation or a dissertation; c) The meta-analysis was written in English, Spanish or Dutch.

**Results**

The initial search resulted in 1,286 studies. After applying the inclusion criteria, we finally retrieved 178 meta-analyses. From these, 162 meta-analysis fitted a three-level model, 9 fitted a four-level model, 5 applied CCREMs, and 2 reported a five-level model. We could distinguish five situations in which other models different from the three-level model would have been more appropriate given the (non) hierarchical data structure:

1. **A fourth level could have been added to model dependency within studies.** For instance, Fischer and Boer (2011) specified a three-level model, were effect sizes (Level 1) were nested within studies (Level 2), nested within countries (Level 3). There were several effect sizes within studies, but this within-study variance was ignored. Therefore, it would have been appropriate to add an additional level to model between-outcomes (within-study) variance.

2. **A fourth level could have been specified to deal with more sources of within-study dependencies.** For instance, in O’Mara (2006), there were several interventions within studies, and that is why a three-level model was specified: Sampling variance (Level 1), between-interventions variance (Level 2), and between-studies variance (Level 3). However, there were 200 interventions and 460 effect sizes in total, meaning that each intervention led to multiple effect sizes, and that the dependency between these outcomes (within interventions) was not taken into account. A more appropriate model would have been a four-level model: Sampling variance (Level 1), between-outcomes variance (Level 2), between-comparisons variance (Level 3), and between-studies variance (Level 4).

3. **A fourth level could have been added to take into account dependency across studies.** In the study of Klomp and Valckx (2014), a three-level model was fitted because there were multiple outcomes within studies. In this case, some studies made use of the same big dataset, so a fourth level could have been added to model between-datasets variance.

4. **A five-level model could have been applied to model additional within-study and between-study dependencies.** In Rabl, Jayasinghe, Gerhart, and Kühlmann (2014), a three-level model was fitted, where effect sizes were nested within studies, nested within countries. There were several effect sizes within studies, so an additional level could have been added to model within-study variance. Furthermore, some studies used the same dataset, so another level could have been specified to estimate the between-datasets variance. The inclusion of these two additional levels would have led to a five-level model.
5. CCREM's could have been applied instead of three-level models. In the study of Fisher, Hanke and Sibley (2012), effect sizes were nested within studies, nested within countries. However, studies were not completely nested within countries, but rather studies and countries were two cross-classified factors: in one study, effect sizes could come from different countries, and effect sizes from the same country could belong to different studies. Therefore, a CCREM model would have accounted better for this cross-classified data structure.

Discussion
This systematic review shows how researchers using multilevel model typically apply three-level models to account for dependent effect sizes, although alternative model specifications, such as four- or five-level models or CCREMs, might be more correct given the nature of the data. We have given some examples of how alternative models could have been used for meta-analysis, and we encourage researchers to carefully consider the underlying data structure before selecting a specific multilevel model. Omitting levels in a multilevel analysis might increase the possibility of committing a Type I error. Therefore, the proper specification of the model is the only way to guarantee appropriate estimates of the combined effect size, standard errors, and variance components.
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When Glass coined the term meta-analysis (MA) in 1976, he exclusively referred to a type of meta-analysis that today is known as aggregate person data (APD) meta-analysis. In recent years, another type of meta-analysis has gained popularity that is referred to as individual person data (IPD) meta-analysis (Riley et al., 2010; Burke et al., 2017). IPD meta-analysis utilizes the raw, participant-level data by pooling multiple datasets, e.g., original data from different trials in medicine or surveys in the social sciences.

So far, IPD meta-analysis has been utilized in the medical sciences (Jeng et al., 1995; McCormack et al., 2004; Palmerini et al., 2015; Rogozinska et al., 2017) or psychology (Cuijpers et al., 2014; Gu et al., 2015; Karyotaki et al., 2015). In these disciplines, most original studies focus on some sort of treatment or intervention effect and apply experimental research designs to come to causal conclusions. In contrast, many epidemiological, sociological or economic studies are non-experimental, i.e., observational studies or based on survey data. When analyzing non-experimental data, researchers have to take into account confounding bias and cannot rely on simple bivariate effect sizes. Instead, the focus shifts to more sophisticated methods, e.g., regression models. The “effect sizes” of interest are now regression slopes of focal predictors on an outcome variable (Becker and Wu, 2007; Aloe and Thompson, 2013). However, it poses a challenge to estimate IPD meta-analyses of regression coefficients with survey-based data. In contrast to experimental data, survey-based data is subject to complex sampling like stratification of the population and cluster sampling.

To account for complex sampling schemes or endogenous sampling, survey-based data often comes with survey weights ranging from design-based weights to nonresponse weights, as well as post-stratification weights. These weights can be used to receive approximately unbiased populations estimates. Survey-weighted regressions are located between the two classical inferential frameworks, model- (Fisher, 1922) and design-based (Neyman, 1934) inference. Until now, the literature on IPD meta-analysis with complex survey data is sparse. So, even though IPD meta-analysis can be considered the “gold standard” in evidence-driven research, it is yet unclear how to deal with non-experimental, survey-based data that is subject to complex sampling. We systematically explore when and how to use survey
weighting in regression-based analyses in combination with different IPD meta-analytical approaches.

We will build up on the work done by DuMouchel and Duncan (1983) and Solon et al. (2013) for survey weighted regression analysis. We will show through Monte Carlo simulations that endogenous regression and heterogeneity of effects models require survey weighting to receive approximately unbiased estimates in the meta-analytical case. Even though most researchers primarily aim for approximately unbiased estimates, it is not recommended to use weights "just in case." Weights can increase the variance of meta-analytical estimates quite dramatically.

Second, we focus on a list of methodological questions: Do survey weighted one-stage, and two-stage meta-analysis perform differently? How do we deal with weighted surveys which have different observation numbers – is it necessary to transform the weights? Is it possible to include random effects into survey weighted meta-analysis, especially if we have to assume study heterogeneity? Another challenging methodological question is the inclusion of random effects in a one-stage meta-analysis.

Our simulations show that two-stage IPD meta-analysis will be biased if the variation in the weights is high, whereas one-stage IPD meta-analysis remains unbiased. We show that researchers can improve the efficiency of their one-stage IPD analysis if they transform their weights with one of the transformations Korn and Graubard (1999) proposed. The scaling is beneficial in the case of surveys with different sample sizes. We also show that the inclusion of random effects in a one-stage meta-analysis is challenging but doable. Transformation of weights is needed in most cases.
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Abstract: 
The 20-item Positive and Negative Affect Schedule (PANAS; Watson, Clark, & Tellegen, 1988) is a self-report measure to assess two global measures of psychological well-being, namely positive affect (PA) and negative affect (NA). Its brevity and repeated evidence of sufficient levels of reliability and validity has contributed to a frequent use in all areas of psychology. Moreover, the PANAS has been translated into various languages and is administered all over the world. Despite its widespread use, there is still an ongoing discussion with regard to the internal structure of the PANAS. Though originally developed to provide distinct and independent measures of PA and NA, empirical studies identified different factor structures including two- and three-factor models, second order models, and bifactor models. Additionally, there is few information on the robustness of the internal structure of the PANAS across, for example, different application contexts and questionnaire characteristics. In light of the ongoing discussion, the present study evaluates the nature and the generalizability of the PANAS factor structure by means of a meta-analytic structural equation modeling approach (MASEM; Cheung & Chan, 2005). In a first step, inter-item correlation matrices from 76 independent samples (total $N = 54,976$) were pooled. Then, popular factor models for the PANAS were compared using confirmatory factor analysis. Overall, the originally proposed orthogonal two-factor model exhibited a rather inferior fit (CFI = .884, TLI = .871, RMSEA = .052). In contrast, a bifactor model was the most appropriate representation of the PANAS (CFI = .930, TLI = .912, RMSEA = .043). This model included two specific factors for PA and NA as well as a general factor that represents a fundamental approach or withdrawal tendency (i.e., affective polarity). Moderator analysis revealed profound differences in the internal structure of the PANAS between the original English version and translated versions, leaving some doubts on the appropriateness of the application of the PANAS in cross-cultural research.
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Is AMSTAR2 an appropriate tool to assess the quality of systematic reviews in psychology?

Session & Time: Quality Appraisal. Thursday, May 30th, 11:30 am - 12:00 pm

Abstract:

**Background**

Systematic reviews are frequently used in psychology to guide future research and to summarise the empirical evidence for decision making. However, the quality of such reviews is not always acceptable (Kedzior & Seehoff, 2018) leading to poor reproducibility of conclusions and outcomes of statistical meta-analysis (Lakens et al., 2016).

One method of assessing the quality of systematic reviews is ‘A MeaSurement Tool to Assess Systematic Reviews’ (AMSTAR) (Shea et al., 2007). AMSTAR is an 11-item scale designed to evaluate the quality of various aspects of systematic reviews, including the literature search, the data coding, the risk of bias assessment, and the data synthesis. Although frequently used, the psychometric properties of AMSTAR were criticised (Wegewitz et al., 2016) and a new version of the instrument (AMSTAR2) was developed (Shea et al., 2017). AMSTAR 2 consists of 16 items, including seven being critical for high quality.

**Objective**

The objective of the current study is to investigate if AMSTAR2 is a better tool to assess the quality of systematic reviews than AMSTAR. For this purpose we compare the scores on both scales that we have applied to the same systematic reviews in one specific field (the effects of Tai Chi on psychological well-being in Parkinson’s Disease, PD).

**Research question**

The research question in the current study is: Is AMSTAR2 an appropriate tool to assess the quality of systematic reviews in psychology?

**Method**

The literature search, selection of systematic reviews, and quality assessment using AMSTAR and AMSTAR2 were done by each author independently and any inconsistencies were resolved by consensus during discussion.

*Inclusion and exclusion criteria.* We have searched for systematic reviews (with or without meta-analysis) regarding the effects of Tai Chi on symptoms of PD. The exclusion criteria for the current study were: 1) narrative (non-systematic) review, 2) primary study.
Search strategy. The search strategy is already described elsewhere (Kedzior & Kaplan, 2018). Briefly, the electronic literature search of PubMed and PsycInfo (on 14.02.2018) identified \( k = 21 \) studies (Title/Abstract: ‘Parkinson’s Disease’ AND Tai Chi AND review). Inclusion criteria were met by \( k = 10 \) systematic reviews that were included in the current study.

Coding procedures. The data in the \( k = 10 \) systematic reviews were coded using a self-developed form and the review quality was assessed using AMSTAR (in March 2018) and AMSTAR2 (in June 2018). AMSTAR outcomes vary between 11 (maximum quality) to 0 (minimum quality). AMSTAR2 outcomes vary between high quality (no critical weaknesses) to critically low quality (> one critical weakness).

Results

Overall quality assessment. The \( k = 10 \) systematic reviews on Tai Chi in PD had a mean (±SD) AMSTAR score of 7±2 (range: 3-9, mode: 9, score<6 in 3/10 reviews). Therefore, most reviews (70%) had acceptable to high quality on AMSTAR. However, AMSTAR2 evaluation showed that the same reviews had 1-5/7 critical weaknesses. Therefore, all reviews had a low to critically low quality according to AMSTAR2.

Agreement between AMSTAR and AMSTAR2. The inspection of individual items revealed that there was a high agreement between both scales regarding the assessment of most items, including the review protocol, the literature search, the duplicate data extraction, the data coding and synthesis, the risk of bias assessment, the publication bias assessment, and the conflict of interest in the review. Our results also confirm that the quality of AMSTAR2 items has improved. For example, two double-barrelled items on AMSTAR (Item 2 regarding the duplicate study selection and data coding and Item 5 regarding the list of included and excluded studies) are listed as four separate items on AMSTAR2 (Items 5-6 and Items 7-8, respectively).

Disagreement between AMSTAR and AMSTAR2. The disagreement between the scales is due to the interpretation of the overall scores (too lenient in AMSTAR and too conservative in AMSTAR2) as well as the focus on critical items that may not have been routinely required/reported in the past reviews. Such items include the presence of the review protocol and the list of excluded studies with justification for exclusion. Since all \( k = 10 \) systematic reviews had at least one critical weakness (either did not have a priori protocol and/or have not reported the list of excluded studies), they were classified as having low to critical low quality on AMSTAR2.

Conclusions and implications

AMSTAR2 may not be a valid tool for assessing the quality of the past systematic reviews because some critical items required for high quality have not been routinely included in journal requirements in the past. However, AMSTAR2 provides excellent guidelines for conducting of future systematic reviews and should be incorporated in journal guidelines for authors. Providing the AMSTAR2 evaluation of own systematic reviews (including the locations where specific items were addressed in own review)
could help the authors to conduct high quality reviews and the journal editors and readers to quickly assess the quality of such reviews.
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Title: Power-enhanced funnel plots for meta-analysis: The sunset funnel plot

Session & Time: Methods in Meta-Analysis. Wednesday, May 29th, 5:30 pm – 6:00 pm

Abstract:

Background and Objectives
The funnel plot is the most widely used diagnostic plot for meta-analysis. Numerous variants exist to visualize small-study effects, heterogeneity, and the sensitivity of the meta-analytic summary estimates to new evidence (Langan, Higgins, Gregory, & Sutton, 2012). What is currently missing is a funnel plot variant which incorporates information on statistical study-level power to detect an effect of interest. To fill this gap, we here introduce the sunset funnel plot, which, in essence, is a power-enhanced funnel plot (Figure 1).

Visual funnel plot examinations for small-study effects include checks whether smaller studies in particular (i.e., those with larger standard errors and associated lower analytic power) tend to yield larger effect sizes. When such an association evidently is driven by conventional criteria of statistical significance, then publication bias is considered to be a likely explanation for the phenomenon, and preferred to other causes, such as true heterogeneity or chance alone (Peters, Sutton, Jones, Abrams, & Rushton, 2008).

Information on the power of studies can further support such evaluations of potential publication bias. The test for excess significance (Ioannidis & Trikalinos, 2007) is a widely used evidentiality test to check whether there is a higher number of statistically significant studies than expected, considering their power to detect an effect of interest. Such an excess of significant findings indicates bias in the set of studies under consideration. In the same spirit, if an implausible excess of significant, but at the same time underpowered, studies is visible and potentially drives small-study effects in the funnel plot, this can further weaken the credibility of these results and indicate bias.

In addition, significant effects observed in low-powered studies more likely are false positive findings (Forstmeier, Wagenmakers, & Parker, 2017). Power can therefore be seen as an indicator for the replicability of research findings. Indeed, for a set of studies, the deviation of (or, gap between) the proportion of actually observed significant studies and twice the median study power has been proposed as the R-index of replicability (Schimmack, 2016).

All in all, study-level power is one useful information to assess the credibility and evidentiality of a set of studies potentially included in a meta-analysis. Consequently, a power-enhanced funnel plot is one means to visualize and communicate this
information by incorporating information on study-level power in the well-known, classic funnel plot display.

**Methods**
The sunset (power-enhanced) funnel plot assumes normally distributed effect sizes and regards variances of these effect sizes as known. These assumptions are common in the context of meta-analysis and standard effect sizes for meta-analysis are suitable for the sunset funnel plot as well (e.g., Cohen $d$, Hedges $g$, log OR, Fisher’s z-transformed $r$).

For a true population effect size $\delta$, the power of a two-sided Wald test with significance level $\alpha$ testing the null hypothesis $\delta = 0$ is given by

$$\text{Power} = 1 - \Phi(z_{1-\alpha/2} - \delta/SE(d)) + \Phi(-z_{1-\alpha/2} - \delta/SE(d))$$

with $\Phi$ the cumulative distribution function of the standard normal distribution, $z_{1-\alpha/2}$ the $1-\alpha/2$ quantile of the standard normal distribution, and $SE(d)$ the standard error of the study effect size $d$.

The sunset (power-enhanced) funnel plot visualizes these power estimates corresponding to specific standard errors on a second y-axis and with color-coded power regions (Figure 1). Color regions range from an alarming dark red for highly underpowered studies to a relaxing dark green for appropriately powered studies to detect the underlying true effect of interest. The color palette used in the graphic display is vividly remindful of a colorful sunset; hence, the denomination sunset funnel plot.
Figure 1: Sunset (power-enhanced) funnel plot, using data from a published meta-analysis (Mathie et al., 2017) comparing homeopathic treatment with placebo. 95% confidence contours are shown, with the black vertical reference line marking the observed summary effect (fixed-effect model) used for power analysis. Significance contours at the .05 and .01 levels are indicated through dark shaded areas. Power estimates are computed for a two-tailed test with significance level .05. R code to reproduce the figure: https://osf.io/967bh/?view_only=e659e4eb1cfa46c2bfe4c8ceb622e922

The underlying true population effect size can either be determined theoretically (e.g., by assuming a smallest effect of interest), or empirically, using meta-analytic estimates of the summary effect. For the latter, the fixed-effect model estimator is one natural default choice, giving less weight (and therefore being less sensitive) to small, biased studies, as compared to random-effects meta-analytic modeling.

A number of related power-based statistics can be presented alongside the power-enhanced funnel plot and support its evaluation. These include (i) the median power of studies, (ii) the true underlying effect size necessary for achieving certain levels of median power (e.g., 33% or 66%), (iii) the results of the test for excess significance (Ioannidis & Trikalinos, 2007), and (iv) the R-index as measure for the expected replicability of findings (Schimmack, 2016).

To create sunset (power-enhanced) funnel plots and to compute statistics related to these, we provide the tailored function viz_sunset in the package metaviz (Kossmeier, Tran, & Voracek, 2018) within the statistical software R (R Core Team, 2018), and a corresponding online application available at https://metaviz.shinyapps.io/sunset/.

Results
For the following illustration example, we use data from a recent published meta-analysis on the effect of homeopathic treatment vs. placebo for numerous medical conditions (Mathie et al., 2017). In this systematic review and meta-analysis, bias assessment suggested high risk of bias for the majority of the 54 randomized controlled trials (RCTs) considered for meta-analysis; only three RCTs were judged as reliable evidence. For illustration purposes, we use the totality of these 54 effect sizes.

Visual examination of the corresponding funnel plot shows clear small-study effects, such that imprecise, smaller studies (those with larger standard errors) report larger effects in favor of homeopathy than more precise, larger studies (those with smaller standard errors). This association seems to be driven by studies reporting imprecise, but significant estimates, in particular. Incorporating power information in these considerations (with the fixed-effect estimate $\delta = -0.25$ in favor of homeopathy) additionally reveals that a non-trivial, implausible high, and thus worrisome, number of the significant studies evidently are drastically underpowered (with power values lower than 10%) to detect this effect of interest, thus further suggesting bias (Figure 1). Accordingly, there is an excess of significant findings among the primary studies included in this meta-analysis (15 nominally significant studies observed, but, under
these circumstances, only 9.45 significant studies expected; \( p = .047 \). The median power of this set of primary studies merely amounts to 14.3% (IQR: 11.1-20.6%), and the true effects needed to reach typical (i.e., median) power levels of 33% or 66% would be substantial (absolute \( \delta \) values of 0.43 or 0.67, respectively). The expected replicability of findings, as quantified with the R-Index, is extremely low (0.8%).

**Conclusions and Implications**

We introduce the sunset (power-enhanced) funnel plot as a new, useful display for the meta-analytic visualization toolbox. First and foremost, the sunset funnel plot allows to incorporate power considerations into classic funnel plot assessments for small-study effects. In the same spirit as testing for an excess of significant findings (Ioannidis & Trikalinos, 2007), the credibility of findings can further be critically examined by checking whether small-study effects are especially driven by an implausible large number of significant, but at the same time underpowered, studies. Second, the display allows to visually explore and communicate the distribution and typical values of study power for an effect of interest. This visualization is not only informative for meta-analyses, but also in the broader context of meta-scientific investigations into the power of studies of whole scientific fields (e.g., Szucs, & Ioannidis, 2017). Third, changes of power values for a set of studies can be visually examined by varying the true underlying effect. This directly corresponds to questions regarding the necessary true effect size, such that the power of individual or typical studies would reach desired levels. Software to create sunset (power-enhanced) funnel plots is provided.
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Title: Reliability Generalization Meta-Analysis: A Comparison of Statistical Analytic Strategies

Session & Time: Reliability Generalization Meta-Analysis (REGEMA). Thursday, May 30th, 6:00 pm - 6:30 pm

Abstract:

Background
An important psychometric property of the test is reliability which is defined as the scores’ replicability. A common issue is to interpret it assuming that reliability is inherent to test instead of to consider reliability as a property of the sample data (Sánchez-Meca, López-Pina, & López-López, 2009; Sánchez-Meca, López-Pina, & López-López, 2012). The Reliability Generalization Meta-Analytical (hereafter RG) approach has proven to solve that question (Vacha-Haase, 1998). RG aims to analyze the variability of reliability coefficients in the different applications of a test, with the objective of investigating the extent to which reliability of a test scores can be generalized to different applications (Sánchez-Meca et al., 2012).

Specifically, an RG research comprises both the reliability coefficients found in different studies about the same test, and study characteristics of the study as predictors of variability of reliability coefficients (dependent variable) (Sánchez-Meca et al., 2012). Thus, one of the main objectives of the RG studies is to obtain an average reliability coefficient. Feldt and Charter (2006) presented six different procedures to obtain it. All of them can be applied as unweighted or weighted by the sample size, so we have twelve different procedures for averaging reliability coefficients (Sánchez-Meca et al., 2012).

The first one is to average of the alpha coefficients directly untransforming them. The second, Feldt and Charter (2006) defined it as the value that doubles the average of typical measurement errors. Third method consists in transforming it to Fisher's Z to obtain the weighted average and then transforming it back to alpha coefficients (assuming that the alpha value is equivalent to that obtained by parallel forms). The fourth proposed by Hakstian and Whalen (1976), consists of transforming it to the cubic root, normalizing the distribution. In the fifth procedure, the reliability index is used, making the square root of the reliability coefficient. By last, the sixth method uses Fisher's Z transformation of the reliability index, and then it is transformed back again, as in procedure 3.

To prove the variations between the different methods, Sánchez-Meca et al. (2012) carried out a simulation study where they tested each procedure in its weighted and unweighted form, finding differences among them: regarding both the mean square error and the bias of the estimator, the methods that yielded better results were the
procedures 2 and 4. In addition, they also observed better results when the coefficients were weighted by sample size of the empirical studies than when the coefficients were unweighted.

**Objectives**

This study aims to determine whether these differences are also found when applying these procedures to real RG meta-analyses. In addition, we also included a seventh transformation proposed by Bonett (2002), which consists of calculating the natural logarithm of the supplementary coefficient. We hope to find differences among the different methods to pool reliability coefficients and their corresponding 95% confidence intervals (Sánchez-Meca, López-López, & López-Pina, 2013).

**Method**

To carry out this study, all RG meta-analyses, published or not, that reported the database with the individual reliability coefficients, were selected for this study. The search is being accomplished through Google Scholar and Scopus search engines. In addition, since the reliability coefficient most commonly reported by empirical studies is usually Cronbach's alpha, we focused on meta-analyses that reported this type of reliability. To compare the different results of the procedures, we established two comparison measures: the differences between the average alpha values obtained with the different procedures and the width of the confidence interval around the average reliability coefficient. The confidence intervals were calculated according to different models assumed: the fixed-effect (FE) model (Hedges & Olkin, 1985; Konstantopoulos & Hedges, 2009), the random-effects (RE) model (Hedges & Vevea, 1998; Raudenbush, 2009), the varying-coefficient (VC) model advocated by Bonett (2008, 2009, 2010) and the improved method proposed by Knapp and Hartung (2003) under the random-effects model.

**Conclusion**

In order to be the most comprehensive as possible, the search for the RG meta-analyses to be included in this study will finish on December 31st 2018. Once finished the literature search, the results of applying the different methods for averaging reliability coefficients and for constructing confidence intervals will be compared. Finally, the results will be discussed and recommendations will be made for meta-analysts that can be interested in conducting RG meta-analyses.
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Using network meta-analysis to identify effective components of complex mental health interventions

Session & Time:
Network Meta-Analysis. Thursday, May 30th, 7:30 pm - 8:00 pm

Abstract:
Network meta-analysis (NMA) allows pooling evidence on multiple interventions from a set of randomised controlled trials (RCTs), each of which compare two or more of the interventions of interest. This feature enables to address relevant questions for practitioners and policy makers across many health areas including mental health. Interventions designed to prevent or treat mental health problems tend to be complex, in the sense that they may include several active ingredients or “components”. If each combination of components is considered a separate intervention, then NMA could be used to simultaneously compare the different interventions. However, NMA requires that the comparisons made by the RCTs form a connected network, in other words that there is a path of comparisons between any two included interventions. This is unlikely to be the case with complex interventions, due to the large number of possible component combinations, and even if such a network is connected, the resulting analysis may lead to imprecise estimates.

Recently, component-level NMA regression methods have been developed within a Bayesian framework to allow estimation of the additive contribution of components and/or combinations of components of complex interventions while fully respecting the randomised structure of the evidence. This approach allows meaningful conclusions on effectiveness of components of complex interventions, whilst overcoming issues with connected networks and low precision with standard NMA. In this presentation, we will illustrate the use of standard and component-level NMA with two examples in the context of mental health interventions. In the first example, we compared the effectiveness of different types of therapy, different components and combinations of components and aspects of delivery used in cognitive-behavioural therapy (CBT) interventions for adult depression. We included 91 RCTs and found strong evidence that CBT interventions yielded a larger short-term decrease in depression scores compared to treatment-as-usual, with a standardised difference in mean change of -1.11 (95% credible interval -1.62 to -0.60) for face-to-face CBT, -1.06 (-2.05 to -0.08) for hybrid CBT, and -0.59 (-1.20 to 0.02) for multimedia CBT, whereas wait list control showed a detrimental effect of 0.72 (0.09 to 1.35). We found no evidence of specific effects of any content components or combinations of components, and importantly, we found that multimedia and hybrid
CBT might be as effective as face-to-face CBT, although results need to be interpreted cautiously.

The second application that we will discuss is an ongoing systematic review where the overall aim is to identify the most effective intervention component(s), or combination of components, for universal, selective, and indicated prevention of anxiety and depression problems in children and young people. We will present results based on NMA models both at the therapy and at the component levels. Last, we will conclude the presentation with a summary of the advantages of component-level NMA methods to explore the impact of different components of complex interventions on mental health outcomes, alongside the challenges that researchers might find when implementing this approach.
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Title:
Meta-analytic evidence on the relationship between sedentary video gaming and body mass

Session & Time:
Health Psychology. Friday, May 31st, 3:00 pm – 3:30 pm

Abstract:
Background
Video gaming has been widely discussed as one leisure activity that is positively associated with body mass and overweight (e.g., Borland, 2011; Inchley, Currie, Jewell, Breda, & Barnekow, 2017; Mazur et al., 2018). Empirical findings on the popular form of non-active video games (i.e., games that are played while sitting in front of a screen, sedentary video games), however, have been mixed. While some studies found positive associations between the intensity of playing sedentary games and indicators of overweight, such as the body mass index (BMI; e.g., Martinovic et al., 2015; Siervo, Cameron, Wells, & Lara, 2014), others found no relationships (Bickham, Blood, Walls, Shrier, & Rich, 2013; Scharrer & Zeller, 2014).

Objectives and research questions
The current meta-analysis had two goals. First, we wanted to provide an estimate of the average effect size of the relationship between body mass and video gaming that includes recent research from the last one and a half decades, and we acknowledged several context variables to gauge the stability of the average effect. Second, to provide additional evidence on processes, we tested the displacement effect of physical activity by video gaming time with the help of a meta-analytic structural equation model (MASEM; Cheung & Hong, 2017).

Method
Meta-Analytic Database
Relevant studies published until June 2018 were identified through databases (PsychINFO, MEDLINE, ProQuest), gray literature (e.g., unpublished reports, conference proceedings, or theses); Google Scholar, and from the references of all relevant articles. This resulted in 753 potentially relevant studies.

The studies were included in the meta-analysis if they met the following criteria: The study contained (a) a measure of body mass (i.e., body mass index, body fat percentage, waist circumference, or subscapular skinfold thickness), (b) a measure of video game use (e.g., frequency or duration of video game sessions), (c) data on their zero-order relationship (or respective statistics that could be used to approximate this relationship), and (d) the sample size. After applying all eligibility criteria, 20 publications met our criteria and were included in the meta-analysis.
Meta-Analytic Procedure
The meta-analysis was conducted following the guidelines of the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA, Moher et al., 2015) and standard procedures and recommendations for the social and medical sciences (Lipsey & Wilson, 2001).

The focal effects concerned the zero-order relationship between video gaming and body mass. For studies that did not report respective correlation coefficients, we extracted any relevant statistic (e.g., odds ratio) that could be transformed into correlation coefficients. Inter-coder reliability between the two coders for the coded effect sizes showed an excellent Krippendorff’s (1970) α = 1.00. The effect sizes were pooled using a random effects model with a restricted maximum likelihood estimator (Viechtbauer, 2005). To account for sampling error, the effect sizes were weighted by the inverse of their variances. Because some studies reported multiple effect sizes for two or more eligible associations (e.g., scores for two video gaming measures were each correlated with BMI), theses dependencies were accounted for by fitting a three-level meta-analysis to the data (Moeyaert et al., 2017; Van den Noortgate, López-López, Marín-Martínez, & Sánchez-Meca, 2013). Analyses of the heterogeneity as well as analyses of possible publication bias were conducted. The meta-analytic models were estimated in R version 3.5.0 using the metafor package version 2.0-0 (Viechtbauer, 2010).

Sensitivity analyses and structural equation model
Sensitivity analyses were conducted for (1) publication year, (2) age groups, (3) gender ratio in the sample, (4) a sample-wise estimate of gender differences in body mass, (5) body mass measure, (6) continuous vs. dichotomous body mass measures, and (7) a study quality index. A possible mediating effect of physical activity was examined using MASEM following two steps (see Cheung & Hong, 2017).

Results
Across k = 24 samples and 32 effect sizes (total N = 38,097), the mean effect (corrected for sampling error) of the relationship between video gaming and body mass was , 95% CI [.03, .14]. Hence, higher video gaming was positively associated with higher body mass. This relationship was significant, but there remained significant total heterogeneity, Q (31) = 593.03, p < .001, I² = 95.13. In the sensitivity analyses, we found a significant moderation for the age groups; the omnibus test for age was χ² (df = 2) = 6.56, p = .038. Compared to adults, children and adolescents showed a significantly lower relationship between video gaming and body mass.

The estimated mediation model is presented in Figure 1. The relationship between body mass and physical activity was significant with B = -.07, 95% CI [-.14, -.00]. Higher physical activity was associated with lower body mass. The average relationship between video gaming and physical activity was only marginally
significant with $B = -0.08$, 95% CI [-0.16, 0.00]. The respective indirect effect was significant $B = 0.01$, 95% CI [0.00, 0.02]; it explained 7 percent of the total effect of video gaming on body mass. However, this result should be interpreted with caution because of the small sample of primary studies.

Figure 1. Meta-analytic structural equation model. Standardized regression parameters (*p < 0.05) are presented.

Conclusions and implications
This meta-analysis investigated the relationship between non-active (sedentary) video gaming and body mass, contributing to the research base on the behavioral correlates of overweight and obesity. We identified a small significant correlation between video gaming and body mass overall. This relationship was qualified by participants’ age. The focal association was identified for adult samples, but there was no significant association for samples of children or adolescents. Based on a smaller subset of primary studies we found a small indirect effect on body mass, indicating a displacement of physical activity by video gaming. In summary, sedentary video gaming is only weakly associated with overweight and obesity, physical activity might play a mediating role, and the effects vary with participants’ age.
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Appraisal of the methodological quality of systematic reviews on pharmacological and psychological interventions for major depression in adults using the AMSTAR 2.

Session & Time:
Quality Appraisal. Thursday, May 30th, 11:00 am - 11:30 am

Abstract:
Trial registration number
International Prospective Register of Systematic Reviews (PROSPERO) registration number: CRD42018110214.

Background
Major depression is a common mental disorder with high prevalence and mortality. There is a high need for reliable and summarized information for clinicians as well as policy makers in the field. Whereas systematic reviews should provide a comprehensive and objective appraisal of evidence, poor reporting and flaws in methodological quality are often and impair the reliability of conclusions. Several standards have been developed to assess methodological quality of SR [2], widely used is the AMSTAR (A Measurement Tool to Assess SR, published in 2007) with 11 items. Recently, an updated version of AMSTAR - AMSTAR 2 [1] has been published, which allows a more detailed evaluation of SR in 16 items and the rating of the overall confidence in the results of the review.

Objectives
The present study will determine the methodological quality of SR in the treatment of adult major depression using the new AMSTAR 2 and identify potential predictive factors associated with the quality. To reflect the current quality we focus on SR published in the years of 2012 to 2017.

Methods
We conducted electronic searches in August 2017 in the bibliographic databases MEDLINE, EMBASE and the Cochrane Database of SR. We used a combination of Mesh terms and keywords to identify SR from 2012 to 2017 referring to the topic “Major Depression” and did not apply any restrictions on language or countries. Two authors independently screened the titles, abstracts and full texts of the retrieved literature to assess their eligibility according the a priori defined criteria and coded the bibliographic characteristics (e.g. corresponding author’s original region, number
of authors, Journal impact factor at year of publication) onto a data collection template in EXCEL.

All selected SR were appraised after a calibration phase with AMSTAR 2 by four independent evaluators. Each evaluator appraised 30 SR. A consensus for each of the 16 items was reached with majority rule. Furthermore, the rating of the overall confidence in the results of the review was performed with the critical domains as recommended by Shea et al. 2017 [1]. This was done by two evaluators independently. Any discrepancies were resolved through discussions.

To assess whether the intervention (pharmacological or psychological interventions), the type of review (Cochrane vs. non-Cochrane reviews), and/or Open Access status (yes vs. no) are associated with AMSTAR 2 scores, a sub-analysis of AMSTAR 2 scores will be performed. The associations between bibliographical characteristics and scoring on AMSTAR 2 items will be analysed using multivariate logistic regression or multi-nominal logistic regression depending on the scaling of the dependent variable.

Results

The electronic literature search detected 1,524 citations. 72 SR comprising 30 SRs with psychological and 42 SRs with pharmacological interventions met our eligibility criteria. 30 out of 42 pharmacological SRs were randomly drawn and served together with the identified 30 psychotherapeutic SRs as sample for this study.

Of the 60 SR evaluated in our sample, 42 SR included only randomized trials and 18 SR additionally non-randomized studies. Four out of the 60 SR were Cochrane Reviews. In four domains of AMSTAR 2 (item 1, 6, 14, 16) the majority (more than 50%) of the SR scores “yes”. The results according to all AMSTAR 2 domains are shown in figure 1.

![AMSTAR 2 domains](image)

**Figure 1: Methodological quality of 60 SR according to the 16 items of AMSTAR 2**


In rating overall confidence in the results of the SR only four reviews were considered as “high” (three of them Cochrane Reviews), two as “moderate”, one as “low” and 53 as “critically low”.
The analysis of subgroups and the evaluation of the predictors is currently in progress.

Conclusions and implications
According to AMSTAR 2 the overall methodological quality of our current and representative sample of SR on pharmacological and psychological interventions for major depression in adults is disappointing. In almost 90% of the sample of SR, overall confidence in the results of the SR was considered to be “critically low”, so the use of findings of these reviews should be limited. Although there is a high need for reliable and summarized information for clinicians as well as policy makers in the field of mental disorders, this work demonstrates the need to critically assess SR before using their findings. Possible suggestions for the improvement of the quality of SR are the following: Authors of future SR should establish review methods prior to the conduct of the review, give an explanation for study designs included in the review, use a satisfactory technique for assessing the risk of bias as well as publication bias, use appropriate meta-analytic methods, and consider the scientific quality when formulating conclusions.
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Reliability Generalization Meta-Analysis of the Padua Inventory-Revised (PI-R)

Background
Obsessive–compulsive disorder (OCD) is a mental disorder characterized by the presence of obsessions, compulsions, or both. The Padua Inventory (PI) of Sanavio is one of the measurement instruments most widely used to assess obsessive–compulsive symptoms (Sanavio, 1988). A number of shorter versions of the PI can also be found in the literature. This is the case of the Padua Inventory Revised (PI-R) developed by Van Oppen, Hoekstra, and Emmelkamp (1995), which consists of 41 items and five subscales adapted to Dutch language: Impulses (7 items), Washing (10 items), Checking (7 items), Rumination (11 items) and Precision (6 items). Higher scores indicate greater severity of obsessive–compulsive symptoms.

Reliability of psychological tests depends on the composition and characteristics of the samples of participants and the application context. Since reliability varies in each test administration, meta-analysis is a suitable method to statistically integrate the reliability estimates obtained in different applications of a test. Vacha-Haase (1998) coined the term reliability generalization (RG) to refer to this type of meta-analysis.

Objectives
An RG meta-analysis of the empirical studies that applied the PI-R (Van Oppen et al. 1995) was carried out in order to: (a) estimate the average reliability (for the total scale and subscales); (b) examine the variability among the reliability estimates; and (c) search for characteristics of the studies (moderators) that can be statistically associated to the reliability coefficients.

Method
To be included in the meta-analysis, each study had to fulfil the following criteria: (a) to be an empirical study where the PI-R, or an adaptation maintaining the 41 items, was applied to a sample of at least 10 participants; (b) to report any reliability estimate based on the study-specific sample; (c) the paper had to be written in English or Spanish; (d) samples of participant from any target population were accepted (community, clinical of subclinical populations); and (e) the paper might be published or unpublished.

The search period of relevant studies covered from 1988 to September 2017 inclusive. The following databases were consulted: PROQUEST, PUBMED, and
Google Scholar. In the electronic searches, the keywords “Padua Inventory” were used to be found in the full-text of the documents. Internal consistency was the type of reliability investigated in this RG meta-analysis, so that alpha coefficients reported in the primary studies were extracted. A random-effects model was assumed estimating the between-studies variance by restricted maximum likelihood (López-López, Botella, Sánchez-Meca, & Marín-Martínez, 2013; Sánchez-Meca, López-López, & López-Pina, 2013). The 95% confidence interval around each overall reliability estimate was computed with the improved method proposed by Hartung (1999). All statistical analyses were carried out with the metafor package in R (Viechtbauer, 2010).

Results
The search yielded a total of 1,335 references, out of which 1,234 were removed for different reasons. The remaining 101 references were empirical studies that had applied the PI-R and out of them, 24 were included in the meta-analysis. The 24 estimates reported for the total scale yielded a mean coefficient alpha of .926 (95%CI: .913 and .937), ranging from .830 to .960. Subscales exhibited lower mean reliability coefficients than that of the total scale, with Washing yielding the largest estimates (mean = .889; 95%CI: .853 and .916), followed by Checking (mean = .879; 95%CI: .862 and .894), and Rumination (mean = .870; 95%CI: .845 and .890). Impulses (mean = .793; 95%CI: .762 and .820) and Precision (mean = .727; 95%CI: .678 and .768) were the subscales with the poorest average reliabilities.

Alpha coefficients presented a large heterogeneity, with I² Indices over 80% in all cases. The large variability exhibited by the reliability coefficients obtained in different applications of the PI-R was investigated by analyzing the influence of potential moderator variables. Concretely, the standard deviation of test scores exhibited a statistically significant relationship with coefficient alpha and with a percentage of variance accounted for of 33%. In particular, this predictor exhibited a positive relationship with alpha coefficients, so that larger coefficients alpha were obtained as the standard deviation of the scores increased. Furthermore, statistically significant differences were found when comparing the mean alpha coefficients grouped by the test version (p = .034), with a 36% of variance of variance explained, the mean reliability being larger for Turkish studies.

Conclusions
Several guidelines have been proposed in the psychometric literature to assess the adequacy and relevance of reliability coefficients. In general, it is accepted that coefficients alpha must be over .70 for exploratory research, over .80 for general research purposes, and over .90 when the test is used for taking clinical decisions (Nunnally & Bernstein, 1994). Based on these guidelines, our findings demonstrated the good reliability of the PI-R total scores, both for screening and clinical purposes. The results also demonstrate how reliability depends on the application context and the composition and variability of the samples. In particular, as expected form psychometric theory, a strong positive relationship was found with the standard
deviation of test scores. Another characteristics of the studies that exhibited a statistical relationship with alpha coefficients was the test version.
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Abstract:

Background
Over the past decades, there has been a great deal of research on the development of school-age students’ divergent thinking. However, research findings regarding this issue have been inconsistent. Some studies have provided evidence for a continuous development of divergent thinking as grade level increases. Other studies have suggested a discontinuous developmental trajectory including one or more periods of significant drops. Torrance (1967) found in seven different cultures that a drop occurs in Grade 4, which has become widely known as the fourth grade slump in divergent thinking. The existence of the fourth grade slump has been reported in several subsequent studies. On the contrary, other studies have found no evidence of the fourth grade slump; some studies have found an increase or no decline in Grade 4, and other studies have found a slump but in other grades including Grades 1, 6, 7, and 9. In addition to the inconsistent results, most of the previous studies have been conducted on a small number of subjects and a limited grade range. Hence, the picture is less clear concerning whether divergent thinking slumps actually exist, how many there are, and when they occur.

Objectives
The purpose of this study was to meta-analyze previous research results regarding the development of school-age students’ divergent thinking from Grades 1 to 12, with a particular focus on the fourth grade slump as it has sparked a major debate among researchers. We also examined whether the change in divergent thinking is affected by divergent thinking test, divergent thinking domain, intellectual ability, gender, and country of study.

Research questions
This study attempts to answer the following questions: (1) How does school-age students’ divergent thinking change from Grades 1 to 12? (2) Does the fourth grade slump in divergent thinking exist? (3) Are there moderator variables that account for the observed variability across studies concerning the change in divergent thinking from Grade 3 to 4?
Method
We calculated for each study a standardized mean per grade, and combined these standardized means in a meta-analysis. A meta-analytic three-level model was employed in order to account for dependence within studies. To examine divergent thinking changes from Grades 1 to 12, we included 11 (number of grades - 1) dummy variables as predictors in the meta-analytic model. The first dummy variable takes the value 0 in the case of Grade 1 and 1 otherwise, and the second dummy variable takes the value 0 in the case of Grades 1 and 2 and 1 otherwise. Other dummy variables were coded using the same procedure, until the 11th dummy variable which is equal to 1 in the case of Grade 12 and 0 for the previous grades. In this way, the coefficient of the first dummy variable captures divergent thinking change from Grade 1 to 2, the second coefficient captures divergent thinking change from Grade 2 to 3, and so on. To avoid an excessively complicated model, the effects of the moderator variables were investigated only for divergent thinking change from Grade 3 to 4. To study the influence of each of the moderator variables, we included an additional term in the model, which represents the interaction between the dummy variable capturing divergent thinking change from Grade 3 to 4 and the suggested moderator variable.

Data sources
The present meta-analysis included divergent thinking literature published up to December 31st, 2017. The search process consisted of the following four steps: First, the following databases were searched: ERIC, Google Scholar, JSTOR, PsycARTICLES, Scopus, and Web of Science. Second, the reference lists of the papers identified in the first step were reviewed for other relevant references (i.e. “backward search”). Third, more recent references were retrieved by searching databases for papers that referred to the previously identified papers in steps 1 and 2 in their citations (i.e. “forward search”). Fourth, the relevant key journals were hand-searched. The papers identified using the search process were first screened for their relevance on the basis of their titles and abstracts. The remaining papers were included if they met the following two criteria: (1) reports on an original, empirical, and quantitative study, and (2) examines differences in divergent thinking between Grade 4 and other Grades (1-12). Moreover, we only included (1) journal articles, conference papers, or dissertations (2) that were written in English, and for which (3) the full text was available.

Results
A total of 2,139 standardized means from 41 studies were analyzed. Overall, the results showed an upward trend of divergent thinking across grades; however, there were some discontinuities. Also, there was no evidence of the fourth grade slump; instead a seventh grade slump was noted at both the overall and subscale (i.e., fluency, flexibility, and originality) levels (see Figure 1). Task domain significantly moderated the change of the overall divergent thinking in Grade 4. At the subscale level, intellectual ability moderated the change of fluency, as well as country of study moderated the change of originality in Grade 4.
Conclusions and implications
The results of this study inform the ongoing debate concerning the development of school-age students’ divergent thinking. Furthermore, these results suggest a slump in divergent thinking in Grade 7. This might have valuable implications for parents, teachers, and other professionals working with students and could be used to guide interventions and training programs to promote divergent thinking development. Finally, our study revealed different developmental trends of divergent thinking in terms of task domain, intellectual ability and country of study. Hence, these factors need to be considered carefully when investigating divergent thinking development.
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Abstract:

Background
Reliability is one of the most important properties to assess psychometric quality of psychological measurement instruments. There is a mistaken idea, very extended among researchers, that reliability is an immutable property of a measurement instrument. However, reliability is not a property inherent to the test, but of the scores obtained when the test is applied to a given sample of participants in specific conditions (Gronlund & Linn, 1990). Inducing reliability from previous applications of a test is a phenomenon very extended among researchers that is appropriate only if the previous and the current study have samples of participants similar in composition and variability (Vacha-Haase et al., 2000). As it is very infrequent that studies use similar samples, then reliability induction becomes a malpractice that must be dismissed from research.

Fortunately, not all of the primary studies induce reliability from previous studies, but they report reliability coefficients with their own sample. If reliability varies from an application of a test to the next, then meta-analysis becomes a very useful methodology to statistically integrate the reliability estimates. With this purpose, Vacha-Haase (1998) coined the term ‘reliability generalization’ (RG) to refer to this kind of meta-analysis. An RG meta-analysis aims to investigate how measurement error of a test scores varies among different contexts, samples, and target populations. In particular, an RG meta-analysis enables: (a) to estimate the average reliability of a test scores, (b) to assess whether reliability coefficients are heterogeneous and, (c) in case of heterogeneity, to find characteristics of the studies that can explain, at least, part of the variability of the reliability coefficients (Henson & Thompson, 2002; Sánchez-Meca et al., 2013; Vacha-Haase et al., 2002).

From its inception in 1998, more than 120 RG meta-analyses have been published in psychology. This kind of meta-analysis presents distinctive characteristics that make it different in some aspects from typical meta-analyses to integrate effect sizes. In an RG meta-analysis the ‘effect size’ are the reliability coefficients reported in the primary studies. This circumstance makes that the typical guidelines proposed in the
meta-analytic arena for reporting meta-analyses does not adapt well to RG meta-analyses. Such guidelines as PRISMA (Moher et al., 2009), MARS (APA Publications and Communications Board Working Group on Journal Article Reporting Standards, 2008), AMSTAR-2 (Shea et al., 2017), MOOSE (Stroup et al., 2000), or the recent recommendations of the American Psychological Association (Appelbaum et al., 2018) include items that are not applicable to RG meta-analyses, and do not contain important items to be considered in RG meta-analyses.

**Objectives**

Up our knowledge, there have not been proposed specific guidelines for conducting and reporting RG meta-analyses that take into account their special features. Therefore, the purpose of this investigation was to elaborate a checklist specifically devised to help meta-analysts to conduct and report RG meta-analyses. The name for this checklist is REGEMA (REliability GEneralization Meta-Analysis).

**Method**

A first step consisted in a sound review of the items and criteria included in the most usually applied guidelines for systematic reviews and meta-analyses proposed in the meta-analytic literature: PRISMA, MARS, AMSTAR-2, and MOOSE. Based on this review, a second step consisted in elaborating a set of items or criteria that might be useful for REGEMA checklist. With this purpose, brainstorming meetings were held among the members of the Meta-analysis Unit team (University of Murcia) to obtain a first version of REGEMA checklist. Once elaborated a tentative REGEMA checklist, the third step consisted in sending the list to 30 researchers experts in meta-analysis. The criteria for selecting the researchers were: (a) to have large expertise in the methodology of meta-analysis, and/or (b) to have published several RG meta-analyses in psychology. Once received the comments, suggestions, and criticisms of the experts, the final step consisted in elaborating the definitive REGEMA checklist.

**Results**

The revision of PRISMA, MARS, AMSTAR-2, and MOOSE guidelines confirmed that none of them adapted well to be applied to RG meta-analyses. Once revised the items and criteria included in these guidelines, our research team carried out more than 20 brainstorming meetings to elaborate a first version of REGEMA checklist composed by 30 items. The tentative REGEMA checklist was electronically sent to 30 researchers with expertise in meta-analysis in order to obtain feedback on the adequacy of the checklist. Out of them, 12 experts answered and their interesting and useful comments and suggestions were added to the checklist. Finally, the REGEMA checklist was composed by 29 items structured shown in Table 1: one item for the Title, one for the Abstract, two for the Introduction, 14 for the Method, six for the Results, four for the Discussion, and one for Funding.

Table 1. REGEMA checklist.
Cluster  
Item  
Title/Abstract  
1. Title  
2. Abstract  
Introduction  
3. Background  
4. Objectives  

Method  
5. Selection criteria  
6. Search strategies  
7. Data extraction  
8. Reported reliability  
9. Type of reliability induction  
10. Data extraction of inducing studies  
11. Reliability of data extraction  
12. Transformation method  
13. Statistical model  
14. Weighting method  
15. Heterogeneity assessment  
16. Moderator analyses  
17. Additional analyses  
18. Software  

Results  
19. Results of the study selection process  
20. Mean reliability and heterogeneity  
21. Moderator analyses  
22. Sensitivity analyses  
23. Comparison of inducing and reporting studies  
24. Data set  

Discussion  
25. Summary of results  
26. Limitations  
27. Implications for practice  
28. Implications for future research  
Funding  
29. Funding  

Conclusions  
In order to bridging a gap in the meta-analytic literature, we have elaborated the REGEMA checklist, a list of guidelines for conducting and reporting RG meta-analyses that is adapted to the special characteristics of this kind of meta-analysis.
Based on the experience of Meta-analysis Unit’s research team carrying out meta-analyses for more than 30 years, the REGEMA checklist have good construct validity. Future research must to assess its inter-coder reliability by applying it to RG meta-analyses already published. REGEMA checklist can be useful for meta-analysts interested in conducting RG meta-analysis, as well as for readers of these meta-analyses and even for editors of journals that may use it to assess the reporting quality of RG meta-analyses sent to publish.
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Abstract:

Background

Many meta-analysts use correlation coefficients in order to assess the strength of the relationship between selected variables across the studies. Usually the Pearson product-moment correlation is chosen. After all, it is implemented in most of the meta-analytic packages (Polanin, Hennessy, & Tanner-Smith, 2017). Furthermore, it is relatively easy to interpret as it ranges from -1 to 1 and researchers have proposed benchmarks to facilitate fast assessment of the practical relevance of the findings based on Pearson correlations (Bosco, Aguinis, Singh, Field, & Pierce, 2015; Gignac & Szodorai, 2016).

Notwithstanding the advantages it has to be noted that the Pearson correlation has several limitations, which need to be considered by people conducting meta-analyses, i.e. outliers can lead to biased estimates of the correlations. Furthermore, not every type of bivariate relationship can be discovered when utilizing Pearson correlations. Specifically, only linear relationships can be detected. This can be problematic, because it can lead to false conclusions when non-linear rather than linear relationships are present. To illustrate, it is well known that certain types of cognitive abilities – i.e. processing speed, memory (Li et al., 2004) – improve during the childhood and decline during the (late) adulthood. Due to the inverted-U relationship between age and cognitive abilities the value of the Pearson correlation will be close to zero, implying that there is no linear relationship. Unfortunately, people may be inclined to think that lack of linear relationship means that there is no relationship whatsoever, which in turn may lead to abandoning fruitful research questions. Although alternative well-established correlation coefficients are available (e.g. Kendall’s tau, Spearman’s rho) they are not adequate when assessing non-monotonic relationships. However, recently other measures of dependence emerged - i.e. distance correlation (Rizzo & Székely, 2016; Székely, Rizzo, & Bakirov, 2007) – which are not restricted to monotonic relationships. In contrast to the previously mentioned correlation coefficients the distance correlation ranges from 0 to 1. A value of zero implies lack of dependence.

Objectives

Although it has been suggested that distance correlations could be used in the meta-analytic context (Székely et al., 2007) to gauge the strength of the relationship
between variables such attempts were not undertaken. Thus, the main objective of the present study was to compare distance correlation to other correlation coefficients (Pearson correlation, Kendall’s tau, Spearman’s rho) by conducting separate meta-analyses for each effect size.

**Research questions**

We hypothesized that only by using the distance correlation one will be able to consistently detect meta-analytic dependence between the variables across several scenarios (e.g. linear relationship, non-linear monotonic relationship, non-linear non-monotonic relationship). In contrast, Kendall’s tau and Spearman’s rho will fail in the non-monotonic scenario and the Pearson correlation will fail even in the non-linear scenario.

**Method**

For each scenario (i.e. non-linear monotonic relationship) many samples of participants were simulated in order to mimic the meta-analytic procedure of reviewing different studies. Distance correlation, Pearson correlation, Kendall’s tau and Spearman’s rho were computed for each sample. Subsequently the mean effect size across the samples was calculated separately for each type of correlation coefficient. Finally, the respective mean effect sizes were compared. The analyses were conducted using several R packages. The distance correlation was computed using the `energy` package. In order to compute the meta-analytic weights of each sample the variance of the distance correlation estimate was calculated by applying the jackknife technique within each sample (`bootstrap` package). The respective random-effect meta-analyses (REML estimator) were carried out using the `metafor` package.

**Results**

In general, the expected pattern of results could be confirmed. To illustrate, an inverted-U relationship $y = -x^2$, which could reflect the relationship between age and cognitive abilities, led to the following meta-analytic correlation estimates ($k = 40, N = 2000$): .01 (Pearson correlation), .03 (Kendall’s tau), .02 (Spearman’s rho), .33 (distance correlation). The reproducible R code will be made available upon publication.

**Conclusions**

Among the considered correlation coefficients only distance correlation could consistently yield evidence for the existing relationship between two variables (i.e. age and cognitive abilities). Thus, it could be fruitful to utilize distance correlations as the effect size in future meta-analyses. It would reduce the risk of wrongly concluding that there is no relationship when a non-linear non-monotonic relationship is present. Providing the evidence for usefulness of distance correlations in the meta-analytic context is the main contribution of the current study.

One important drawback that could stymie meta-analytic research based on distance correlations pertains to the fact that distance correlations cannot be derived from...
other correlation coefficients. Thus, meta-analysts cannot compute it by utilizing summary statistics reported in relevant studies. Instead they need the access to raw data. However, considering the advances made by the open science movement (e.g. data repositories) it seems plausible to assume that in future meta-analyses the access to raw data stemming from new studies will be granted. Even nowadays small meta-analyses based on distance correlations could be feasible thanks to replication initiatives or multi-lab studies where several laboratories examine the same research question, conduct a mini meta-analysis and make their raw data available.

Nevertheless, further work on the use of dependence measures in meta-analyses is needed. In future studies one could try to examine the meta-analytic performance of distance correlations within the Bayesian framework (Bhattacharjee, 2014). Furthermore, one could simulate meta-analyses based on alternative measures of dependence within both the frequentist and Bayesian framework, e.g. Maximum Information Coefficient or Heller Heller Gorfine measure (de Siqueira Santos, Takahashi, Nakata, & Fujita, 2014).
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Addressing publication bias in meta-analysis: Empirical findings from community-augmented meta-analyses of infant language development

Abstract:
Meta-analyses have long been an indispensable research synthesis tool for characterizing bodies of literature and advancing theories. However, they have been facing the same challenges as primary literature in the context of the replication crisis: A meta-analysis is only as good as the data it contains, and which data end up in the final sample can be influenced at various stages of the process. Early on, the selection of topic and search strategies might be biased by the meta-analyst’s subjective decision. Further, publication bias towards significant outcomes in primary studies might skew the search outcome, where grey, unpublished literature might not show up. Additional challenges might arise during data extraction from articles in the final search sample, for example since some articles might not contain sufficient detail for computing effect sizes and correctly characterizing moderator variables, or due to specific decisions of the meta-analyst during data extraction from multi-experiment papers. Community-augmented meta-analyses (CAMAs, Tsuji, Bergmann, & Cristia, 2014) have received increasing interest as a tool for countering the above-mentioned problems. CAMAs are open-access, online meta-analyses. In the original proposal, they allow the use and addition of data points by the research community, enabling to collectively shape the scope of a meta-analysis and encouraging the submission of unpublished or inaccessible data points. As such, CAMAs can counter biases introduced by data (in)availability and by the researcher. In addition, their dynamic nature serves to keep a meta-analysis, otherwise crystallized at the time of publication and quickly outdated, up to date. We have now been implementing CAMAs over the past four years in MetaLab(metalab.stanford.edu), a database gathering meta-analyses in Developmental Psychology and focused on infancy. Meta-analyses are updated through centralized, active curation. We here describe our successes and failures with gathering missing data, as well as quantify how the addition of these data points changes the outcomes of meta-analyses. First, we ask which strategies to counter publication bias are fruitful. To answer this question we evaluate efforts to gather data not readily accessible by database searches, which applies both to unpublished literature and to data not reported in published articles. Based on this investigation, we conclude that classical tools like database and citation searches can already contribute an important amount of grey literature. Furthermore, directly contacting authors is a fruitful way to get access to missing information. We then address
whether and how including or excluding grey literature from a selection of meta-analyses impacts results, both in terms of indices of publication bias and in terms of main meta-analytic outcomes. Here, we find no differences in funnel plot asymmetry, but (as could be expected) a decrease in meta-analytic effect sizes. Based on these experiences, we finish with lessons learned and recommendations that can be generalized for meta-analysts beyond the field of infant research in order to get the most out of the CAMA framework and to gather maximally unbiased dataset.
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Background / Objectives / Research Questions
Mindfulness is a much-investigated topic in clinical psychology and intervention research. A large body of studies shows that mindfulness interventions, such as mindfulness-based stress reduction (MBSR; Kabat-Zinn, 1982) and mindfulness-based cognitive therapy (MBCT; Segal, Williams, & Teasdale, 2002), have positive effects on mental health in various psychiatric and non-psychiatric populations, and also with regards to chronic medical disease (e.g., Bohlmeijer, Prenger, Taal, & Cuijpers, 2010; Goldberg et al., 2018).

However, much less is known about the mechanisms of action of mindfulness interventions. There is a scarcity of empirical data and a lack of methodological rigour in the field of testing mediators and mechanisms of action (Alsubaie et al., 2017). As of yet, there is only one published formal meta-analytic account (Gu et al., 2015). Using two-stage meta-analytic structural equation modeling (TSSEM; Cheung & Chan, 2005), Gu et al. (2015) reported that increases in psychometric mindfulness (i.e., psychometrically assessed trait or dispositional mindfulness) and decreases in repetitive negative thinking mediate the effects of MBSR and MBCT on mental health in controlled treatment studies (both RCT and non-RCT) on the meta-analytic level.

For psychometric mindfulness, the analysis of Gu et al. (2015) in essence showed that (1) treatment and control groups differed in their average change of psychometric mindfulness, and (2) that this difference accounted for (i.e., mediated) part of the difference in the change of mental health between treatment and control groups (results were similar for repetitive negative thinking).

While the study of Gu et al. (2015) was an important step, there still are a number of key methodological shortcomings. First, TSSEM requires the correlations between treatment and control groups with changes in the mediator, and changes in the outcome, to be known (i.e., these data need to be reported in primary studies). In practice, this is a very restrictive requirement – accordingly, the study sample of Gu et al. (2015) was limited to merely $k = 12$ (psychometric mindfulness) and $k = 6$ studies (repetitive negative thinking). Second, there are clear methodological advantages in using RCTs, rather than non-RCTs, in mediation analysis. However, the study sample meta-analyzed by Gu et al. (2015) confounded RCTs with non-RCTs. Third, there is a lack of empirical data on the specificity of investigated
mediators (Alsubaie et al., 2017); i.e., it is still not clear, whether mediators are specific for some type of mindfulness intervention (e.g., MBSR), patient populations (e.g., adults with recurrent depression), or outcomes (e.g., anxiety). Psychometric mindfulness is one of the most often investigated mediators and appears to be a universal (i.e., nonspecific, common) mediator (Alsubaie et al., 2017).

While this last result appears to be promising, the validity of psychometric mindfulness has been called into question (Van Dam et al., 2018). There is an absence of a normative definition of the mindfulness construct (Van Dam et al., 2018) and, what is more, evidence of trait overlap of psychometric mindfulness with neuroticism and negative effect (for a meta-analysis, see Giluk, 2009) and of unexpected increases of psychometric mindfulness in non-mindfulness treatments (e.g., Goldberg et al., 2015). Despite consistent evidence that increases of psychometric mindfulness are correlated with increases of mental health in intervention studies (e.g., Khoury et al., 2013), it remains an open question whether changes in psychometric mindfulness truly represent a specific mechanism of action of mindfulness interventions or rather reflect improvements of mental health in general.

To overcome the limitations of TSSEM and the previous meta-analysis (Gu et al., 2015), in the present study we applied for the first time a three-level meta-analytic approach (TLMA; Cheung, 2015a) to investigate the mediating role of psychometric mindfulness in accounting for the effects of mindfulness interventions on mental health. TLMA is akin to univariate random-effects meta-analysis, but allows the modeling of nonindependent effect sizes in hierarchical data structures (i.e., changes in psychometric mindfulness and mental health in treatment and control groups from the same studies). The degree of dependence (i.e., the covariance) between effect sizes needs not be known in TLMA, but rather is estimated from the data. Like TSSEM, TLMA follows a structural equation modeling approach. We utilized TLMA in a novel manner to investigate the mediational model in an indirect way, following the classic approach by Baron and Kenny (1986).

The application of TLMA enabled the utilization of a substantially larger study sample, 69 RCTs (total $N = 4479$), as compared to merely 12 studies (8 RCTs, total $N = 1109$) in Gu et al. (2015). Further, the TLMA allowed to investigate the moderating effects of study population (clinical vs. non-clinical), intervention type, treatment duration, and study quality as well. We examined a broad range of mindfulness interventions, including treatments like MBSR and MBCT, but also meditation trainings, as this allowed us to test the specificity of psychometric mindfulness in a more comprehensive way. We compared mindfulness interventions and control groups (active, treatment as usual, waiting list) concerning (1) the average change in psychometric mindfulness and mental health, and (2) the association between these two outcomes. We show that changes in psychometric mindfulness are a correlate of changes in mental health on the meta-analytic level, but – because of the observed generality of this association across treatment and control groups alike – may not represent a specific mechanism of action of
mindfulness interventions. We further show that TLMA is a useful tool to perform an indirect analysis of a mediational model in an RCT context.

**Methods / Approach**

We searched major databases (e.g., Web of Science, PsychINFO, PSYNDEX, PubMed), screened the reference lists of previous meta-analyses, and hand-searched the journal *Mindfulness* for relevant studies. Inclusion criteria were: (1) the study was an RCT; (2) the treatment group received a mindfulness intervention; (3) the control group was a waiting list, underwent treatment as usual (TAU) or received an alternative (non-mindfulness) treatment (active control); (4) psychometric mindfulness and mental health were assessed with standardized scales before and after the intervention; (5) the study reported sufficient data to compute pretest-posttest effect sizes. We categorized treatments as mindfulness-based therapy (MBT; including MBSR and MBCT), acceptance and commitment therapy (ACT; Hayes, Strosahl, & Wilson, 1999), and ‘other interventions’ (modifications and adaptations of MBSR and MCBT, and various forms of meditation trainings).

Overall, 69 studies (33 clinical, 36 non-clinical) were included, with a total of 4479 participants. Twenty-one studies investigated MBT (13 MBSR, 8 MBCT), 11 ACT, and 37 other interventions. In 35 studies, mindfulness interventions were compared to waiting list control groups, 21 studies used active control groups, and 13 studies used TAU control groups. The package metaSEM (version 0.9.10, Cheung, 2015b) was used to conduct a three-level meta-analysis (TLMA; Cheung, 2015a). The individual effect sizes (changes of psychometric mindfulness and mental health) constituted level 1 of the data structure. These level-1 effects represented either treatment effects or control group effects within studies (level 2); studies themselves were on level 3. For both the changes in psychometric mindfulness and mental health, we tested moderating effects of: (1) clinical vs. non-clinical studies, (2) type of treatment and control group (MBT vs. ACT vs. other interventions vs. active controls vs. TAU vs. waiting list), (3) treatment duration, and (4) study quality. Finally, for the changes in mental health, we also tested moderating effects of (5) changes of psychometric mindfulness. The moderator analyses were used to perform an indirect assessment of the mediational model, following the classic approach by Baron and Kenny (1986).

**Results / Findings**

Increases in psychometric mindfulness were of similar size (namely, medium: $g \sim 0.50$) for all mindfulness interventions (MBT; ACT; other interventions, including meditation trainings). Non-mindfulness active control treatments led to only slightly lower increases in psychometric mindfulness ($g \sim 0.40$); only among TAU and waiting list groups, no net increases were observed ($g \sim 0$). Effects on mental health were comparable ($g \sim 0.60$) for the various mindfulness interventions, lower for active control treatments ($g \sim 0.40$), small for TAU ($g \sim 0.20$), and negligible for waiting list groups ($g \sim 0$). Effect sizes of both outcomes were moderately heterogeneous on the within-study level ($I^2 \sim 50\%$) and at most lowly heterogeneous.
on the between-study level ($I^2 \leq 17\%$). Study population (clinical vs. non-clinical), treatment duration, and study quality did not impact substantially on the changes in psychometric mindfulness and mental health. However, changes in psychometric mindfulness were associated with changes in mental health, $B = 0.51 (0.12)$, [0.28–0.74], $p < .001$; i.e., for a change of one unit in the effect estimate of psychometric mindfulness, the effect estimate of mental health changed by an increment of 0.51 units. Change of psychometric mindfulness also accounted for the mean differences between intervention and control groups, and in total for 70% of the within-study excess heterogeneity between the effect sizes. What is more, the linear association between the changes in psychometric mindfulness and mental health was not confined to the positive spectrum (i.e., concomitant increases). It also extended to the negative spectrum (i.e., concomitant decreases) for some of the inactive control groups.

**Conclusions / Implications**

Psychometric mindfulness may be no specific mechanism of action of mindfulness interventions. Instead, it either appears to be comparably trained by any other (non-mindfulness) intervention (because it is a universal mechanism of action) or is not a mechanism of action at all, but rather merely a correlate of improvements in mental health in general. It is emphasized that these two possible explanations are not necessarily exclusive and, in theory, could each account for a part of the presently observed patterns. Monitoring and acceptance theory (MAT; Lindsay & Creswell, 2017) cautiously conjectures that the mechanisms of action of mindfulness interventions might be equally relevant for non-mindfulness interventions. Research provides evidence for the tenets of MAT for mindfulness interventions (Lindsay, Young, Smyth, Brown, & Creswell, 2018), but evidence for non-mindfulness interventions is still needed.

On the other hand, the presently observed associations between increases, but also between decreases, of psychometric mindfulness and mental health, and the fact that change in psychometric mindfulness also accounted for the mean differences in the treatment and control groups, are suggestive of a mutual interaction between psychometric mindfulness and mental health, or even a reversed direction of causality for these entities. Mutual interactions, and reverse causality, of psychometric mindfulness and mental health are an understudied line of research. Yet, they could be related to the reported trait overlap of psychometric mindfulness with neuroticism and negative affect (Giluk, 2009) as well. Available evidence does not provide any indication of reverse causality (based on a single-subject analysis of $n = 11$ patients undergoing a mindfulness intervention; Snippe et al., 2015), but more data are certainly needed.

Based on the current findings, results of studies investigating psychometric mindfulness as a mediator of treatment efficacy of mindfulness interventions thus need to be interpreted with caution. A re-conceptualization and re-calibration of the construct of psychometric mindfulness may be needed in order for the field to move forward (see Van Dam et al., 2018). Alternative indicators of mindfulness (e.g.,
duration and frequency of training, behavioral measures) could be used alongside psychometric self-assessment methods in future studies as well. TLMA proved a useful tool to perform an indirect analysis of a mediational model in an RCT context. We recommend its application in other fields of clinical and non-clinical studies as well, where RCTs are commonly used.
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Abstract:
Background and Objectives
One of the most noteworthy and central events of the current (2010s) debates on research reproducibility and trustworthiness, open science, and method reform in psychological science and other empirical science fields was the emergence of a strong emphasis put on replication and replicability of empirical research in general. For a long time, replication studies had low scholarly prestige and low publishing prevalence. Over the past few years, the stance of replication thinking and replication practice has fundamentally changed for the better, culminating in courageous statements such as “replication has more scientific value than original discovery” (Ioannidis, 2018). To this can be added that it might be even more appropriate to speak of initial findings and studies, instead of “original” ones. Journals now do publish replication research, or even have implemented replication sections; preregistered replication studies are now found in their thousands at online repositories like the Open Science Framework; important conceptual contributions, such as taxonomies of and recipes for replications, have been brought forward; and widely publicized, large-scale consortia for conducting replication research have been formed (Zwaan et al., 2018). The publication of the Reproducibility Project: Psychology (RPP; Open Science Collaboration, 2015) in particular is regarded as a watershed in the 2010s replicability debates.

On the other hand, it seems fair to say that one aspect definitely has not kept pace with these spectacular developments surrounding the concept of replication. It is not a trivial one, it evidently is a tricky question, and it boils down to the evaluation of replication studies: how do we tell successful from failed replications? This question naturally is intimately linked to the philosophy and methodology of research synthesis, because evaluating the outcome of replication studies, inevitably and invariably so, implies comparing, weighing, or summarizing the evidence from at least two studies (minimally, one initial finding replicated once). To be sure, there are a number of seemingly straightforward indicators for replication success which have been in use for quite a time. However, these are used interchangeably, do not yield identical conclusions, all have their pros and cons, and not a few have grave epistemic deficiencies. As for just one example, when the conventional criterion of statistical significance ($p < .05$) was applied to the 100 replication studies conducted
in the course of the RPP, the replication rate amounted to 36%. However, it was 68% in the same data, according to two-study meta-analytic estimates of the corresponding initial studies and their single replications combined. As is well known, this vast discrepancy (two-thirds of psychology studies were unreplicable vs. two-thirds replicated) gave rise to heated discussions in the profession, as well as in the news and online social media.

Different replication success indicators tell different stories about replication study outcomes, different replication project consortia have used overlapping (but neither identical, nor exhaustive) ad-hoc selections of replicability indicators, and there is a significant number of novel ideas for evaluating replication outcomes, which so far have not been used at all in the course of large-scale replication endeavours. Presently there is no agreement on what constitutes replication success, or which indicator (or indicators) for evaluating replication outcomes could or should be preferably used.

To address this scattered evidence and unorganized state of affairs, we systematically and exhaustively apply all known replication success indicators to the results of contemporary replication study projects. We focus on many-to-one and many-to-many replication studies (wherein one research finding is, or several research findings are, replicated several, if not multiple, times), as opposed to the one-to-one type of replication (wherein one, or each, research finding is only replicated once, such as in the RPP; Open Science Collaboration, 2015), because the former format epistemically and empirically is richer in information. Further, we focus on psychological research, rather than including additional evidence from other fields (e.g., economics: Camerer et al., 2016).

**Methods and Approach**

The sampling frame of this meta-evaluative investigation comprised all large-scale, multi-sample replication investigations in psychological science accessible to date, namely, nine Registered Replication Reports (RRRs; Alogna et al., 2014; Bouwmeester et al., 2017; Cheung et al., 2016; Eerland et al., 2016; Hagger et al., 2016; McCarthy et al., 2018; O’Donnell et al., 2018; Verschuere et al., 2018; Wagenmakers et al., 2016), the Social Science Replication Project (SSRP; Camerer et al., 2018), the Prepublication Independent Replication Project (PPIR, or “Pipeline Project”; Schweinsberg et al., 2016), the Human Penguin Project (IJzerman et al., 2018), and the series of Many Labs (ML) projects (ML 1: Klein et al., 2014; ML 2: Klein et al., 2018; ML 3: Ebersole et al., 2016).

In addition, we included individual reports known to us, wherein one effect has been attempted to replicate several times, namely, multiple replication studies of the Macbeth effect (Earp et al., 2014), of Bem’s psi effects (Ritchie et al., 2012), of power posing (various reports: see Jonas et al., 2017), of loneliness/bathing habits associations (Donnellan et al., 2015), of the letters from the heart effect (Voracek et al., 2007), elderly priming (Doyen et al., 2012), intelligence priming (Shanks et al., 2013), of conception risk/prejudice associations (Hawkins et al., 2015), and seven further contemporary multi-sample replication studies, published in the same journal.
issue (see Nosek & Lakens, 2014) as ML 1 (Blanken et al., 2014; Brandt et al., 2014; Calin-Jageman & Caldwell, 2014; IJzerman et al., 2014; Johnson et al., 2014; Lynott et al., 2014; Vermeulen et al., 2014).

We hope to identify further such replication studies of the latter type for additional inclusion. As well, we anticipate to be able to include the outcomes of the ML 4 (Klein et al., forthcoming) and ML 5 (Ebersole et al., forthcoming) projects and an additional RRR (Colling et al., forthcoming), currently underway, in due course. It is possible that results of the PPIR successor study PPIR-2 and the first multi-site replication piece of the Psychological Science Accelerator consortium (PSA; Moshontz et al., 2018) will become available in the first half-year of 2019.

We uniformly applied all proposed replication indicators known to us (old and novel ones, conventional vs. non-mainstream approaches, widely applied vs. untested ones; e.g., Mathur & VanderWeele, 2017, 2018) to the entirety of the above evidence from contemporary multi-sample replication studies. Altogether, we tested more than two dozen such indicators. The list included conventional (p < .05) and stricter (p < .005) significance criteria for replications, meta-analytic summaries of both initial and replication effects (or of the latter alone), confidence interval overlap between (and effect comparisons with) these, relative effect size between initial and replication effects, prediction intervals, Bayesian approaches (Bayes factors, mixture models, snapshot hybrid meta-analyses), equivalence tests, the safeguard sample ratio, Simonsohn’s small-telescope test, the z-curve procedure, Gelman’s type S and type M error concept, the Mathur-VanderWeele metrics, and (where applicable), p-curve, half p-curve, and p-uniform. We also propose and put to the test several new indicators, such as some derived from combinatorial (all-study-subsets) meta-analysis (Olkin et al., 2012): e.g., the majority vote from an all-subsets meta-analysis of replication study outcomes, and the percentile which an initial study’s effect occupies within the distribution of these.

Results and Findings
Preliminary results for this multitude of replication indicators, as applied on a vast database of real-world replication study outcomes, show nuanced patterns of similarities, as well as differences, among replication indicators and replication projects alike.

Classic indicators, based on null-hypothesis significance testing, show higher agreement among themselves than with alternative indicators. Approaches based on prediction intervals draw a less optimistic picture than those based on confidence intervals, and Bayesian analyses and the small-telescope approach even pessimistic ones. Also, Bayesian approaches enable to chart the no-man’s-land located between the classic statistical conclusion dichotomy of “significant” vs. “not significant”. Results for some novel indicators are noticeably different from the conclusions derived from conventional indicators and partly yield unexpected conclusions. These novel indicators, as a whole, agree less among themselves than conventional indicators do, mainly because they exploit quite different types of statistical information and adhere to different rationales for evidence-weighing. As well, there
are some groups of replication projects, for which replication indicators agree more (e.g., the RRR series), whereas less so for others (e.g., the ML series). We demonstrate and visualize the similarity vs. dissimilarity of conclusions based on the different replication indicators across different replication projects (and conversely, of the different replication projects and research effects, as evaluated by the indicators) via cluster-analytic and multidimensional scaling methods. We supplement this similarity-dissimilarity analysis of replication outcome indicators and replication projects alike with a thematic analysis of the replication outcome indicators and considerations of the statistical relations between these.

**Conclusions and Implications**
This is the first systematic and exhaustive trial of about 25 proposed indicators for replication success applied to about 30 retrievable contemporary multi-sample replication projects in psychology, with the latter comprised of scores of initial research effects and associated outcomes in replication samples. The findings show differential agreement with regards to these replication indicators and replication projects. We make no claim to have solved the problem of how to best evaluate empirical evidence of replications vis-à-vis initial study findings, which is a fundamental issue of current empirical science. Rather, the various (statistical, epistemic, practical) insights derived from this systematic investigation may serve as a fruitful intermediate result, which beneficially highlights areas of possible future consensus and holds promise to inspire further conceptual and statistical thinking along these lines. All in all, there appear to be many advantages associated with more fine-grained, continuous indicators for evaluating replication outcomes, as opposed to dichotomous ones (“success” vs. “failure”; Gelman, 2018).
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